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Abstract

The purpose of this paper is twofold. Firstly we carry out an extension of
the finite-volume WENO approach to three space dimensions and higher
orders of spatial accuracy (up to eleventh order). Secondly, we propose
to use three new fluxes as a building block in WENO schemes. These
are the one-stage HLLC [29] and FORCE [24] fluxes and a recent multi-
stage MUSTA flux [26]. The numerical results in one, two and three
space dimensions suggest the the new centred WENO-FORCE and up-
wind WENO-HLLC and WENO-MUSTA schemes achieve a uniformly
high order of accuracy for smooth solutions and produce essentially non-
oscillatory profiles for discontinuities. In particular, the WENO-MUSTA
scheme combines the simplicity of the centred non-staggered WENO-
FORCE scheme and accuracy of the upwind WENO-HLLC scheme with
a complete Riemann solver. The advantages of the WENO-MUSTA
scheme will be fully realised when solving very complex hyperbolic sys-
tems, such as those arising in multi-phase flows, magnetohydrodynamics
and general relativity.

Key words: high-order schemes, weighted essentially non-

oscillatory, HLLC flux, FORCE flux, MUSTA flux, two and three

space dimensions.
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1 Introduction

Finite-volume weighted essentially non-oscillatory (WENO) schemes [15, 10, 19, 6, 13, 14, 16]

represent the state-of-the art in numerical methods for hyperbolic conservation laws in one and

two space dimensions. Though more expensive than the corresponding finite-difference WENO

schemes [7, 1], they can be applied not only on structured Cartesian meshes but also on more

general unstructured meshes, e.g. [10, 19]. Upwind WENO schemes [15, 10, 19, 6, 16] use wave

propagation information explicitly in the building block of the scheme, which is obtained by

performing a local characteristic decomposition of the physical flux and using the Rusanov

first-order upwind flux [18] for each characteristic field. The present centred WENO schemes,

see e.g. [13, 14, 16] and references therein, utilize the staggered-mesh framework and do not

use wave propagation information explicitly.

The motivation of this paper is to develop improved finite-volume WENO schemes. The

improvements are twofold. Firstly, we generalize the existing non-staggered two-dimensional

schemes [19, 6] to three space dimensions and use polynomial reconstructions of higher order.

We consider schemes of up to 11th order of spatial accuracy. In multiple space dimensions the

flux computation in these schemes involves the use of a high-order Gaussian quadrature for

integration over cell sides in two space dimensions and cell faces in three space dimensions.

Consequently, WENO reconstructed values are needed for each Gaussian integration point. We

provide the precise information on the reconstruction weights and values for these points so

that the schemes can be easily coded.

Secondly, we propose to use three new fluxes as the building block in WENO schemes. The

first flux is the HLLC flux [29], which is an improved variant of the HLL flux [9] in that it

contains the middle (contact) wave in the Riemann problem solution. The HLLC flux does not

use linearizations of the equations and works well for low-density problems and sonic points

without any fixes. The use of this flux in the WENO framework gives a new upwind WENO-

HLLC scheme.

The second flux which we propose to use is the flux of the First-Order Centred scheme

(FORCE) [24, 25]. Compared to the well-known centred Lax-Friedrichs flux, the FORCE flux

has smaller numerical viscosity (by a factor of two) and does not produce undesirable coupling

of cells when used in a first order scheme. To our knowledge, the new WENO-FORCE scheme

is the first non-staggered mesh centred WENO scheme.

The last flux we propose to use in the design of the WENO schemes is a recent upwind

Multi-Stage (MUSTA) flux [26]. The MUSTA family of fluxes achieves upwinding by solving

the local Riemann problem at the cell interface numerically, rather than analytically, and thus

does not need any information on the details of Riemann problem solution. The four-stage

MUSTA flux essentially matches the accuracy of the most accurate Riemann solvers, such as

the exact Riemann solver [5], Roe Riemann solver [17] with an entropy fix or HLLC Riemann

solver [29, 25]. The new WENO-MUSTA scheme therefore combines the good accuracy of the

best upwind schemes and the simplicity of centred schemes. Some researches would refer to

this scheme as the Riemann-solver-free upwind scheme.

The rest of the paper is organised as follows. In Section 2 we describe the general semi-

discrete WENO framework in three space dimensions. In Section 3 we give all details on the

reconstruction procedure in three space dimensions. The FORCE, HLLC and MUSTA fluxes

are reviewed in Section 4. Numerical results of the new WENO-FORCE, WENO-HLLC and
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WENO-MUSTA schemes in one, two and three space dimensions are presented in Section 5.

Conclusions are drawn in Section 6.

2 General framework in three space dimensions

Consider three-dimensional hyperbolic systems in conservation form

∂tQ + ∂xF(Q) + ∂yG(Q) + ∂zH(Q) = 0, (1)

where Q(x, y, z, t) is the vector of unknown conservative variables and F(Q), G(Q) and H(Q)

are physical flux vectors in x, y and z coordinate directions respectively. The semi-discrete finite

volume methods begin by considering a control volume (a computation cell) Iijk in x − y − z

space

Iijk =
[
xi− 1

2
, xi+ 1

2

]
×

[
yj− 1

2
, yj+ 1

2

]
×

[
zk− 1

2
, zk+ 1

2

]
, (2)

with the dimensions given by

∆x = xi+ 1
2
− xi− 1

2
, ∆y = yj+ 1

2
− yj− 1

2
, ∆z = zk+ 1

2
− zk− 1

2
. (3)

Integrating (1) over the control volume Iijk, we obtain the following semi-discrete relations

d

dt
Qijk(t) =

1

∆x

(
Fi−1/2,jk − Fi+1/2,jk

)
+

1

∆y

(
Gi,j−1/2,k −Gi,j+1/2,k

)
+

1

∆z

(
Hij,k−1/2 −Hij,k+1/2

)
,

(4)

where Qijk(t) is the space average of the solution in cell Iijk at time t

Qijk(t) =
1

∆x

1

∆y

1

∆z

∫ xi+1/2

xi−1/2

∫ yj+1/2

yj−1/2

∫ zk+1/2

zk−1/2

Q(x, y, z, t) dzdydx (5)

and Fi+1/2,jk, Gi,j+1/2,k and Hij,k+1/2 are space averages of physical fluxes over cell faces at

time t:

Fi+1/2,jk =
1

∆y

1

∆z

∫ yj+1/2

yj−1/2

∫ zk+1/2

zk−1/2

F(Q(xi+1/2, y, z, t)) dzdy,

Gi,j+1/2,k =
1

∆x

1

∆z

∫ xi+1/2

xi−1/2

∫ zk+1/2

zk−1/2

G(Q(x, yj+1/2, z, t)) dzdx,

Hij,k+1/2 =
1

∆x

1

∆y

∫ xi+1/2

xi−1/2

∫ yj+1/2

yj−1/2

H(Q(x, y, zk+1/2, t)) dydx.

(6)

Expressions (5), (6) so far are exact relations, but can also be used in the construction

of high-order accurate semi-discrete schemes if Qijk(t), Fi+1/2,jk, Gi,j+1/2,k and Hij,k+1/2 are

regarded as numerical approximations to the corresponding exact quantities. Let us denote

these approximations by the same symbols as the exact values in (5), (6). The simplest scheme

which can be considered from the above framework results from assuming initial data at time

tn as given by a set of piece-wise constant values Qijk and using the Euler time-stepping

to discretize the time derivative. Godunov [5] first proposed to use the Riemann problem

solution for the computation of numerical fluxes resulting in his famous first-order conservative

upwind scheme. A popular approach to the construction of second order Godunov methods,
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pioneered by Kolgan [11, 12] and developed further by van Leer [31], relies on piece-wise linear

reconstruction of data inside each computational cell. Finally, finite-volume essentially non-

oscillatory schemes [8, 2, 10, 19] can be regarded as uniformly high order extensions of this

approach in two space dimensions in which data is represented by polynomials of arbitrary

order and TVD Runge-Kutta methods are used for the discretization of the ODE system (4).

The procedure to evaluate numerical fluxes (6) in three space dimensions is a straightforward

extension of the corresponding two-dimensional one [2, 10, 19, 6] and consists of three main

steps. The first step is to discretize the integrals over the faces (6) using a suitable Gaussian

numerical quadrature. For the rest of the paper we shall concentrate on Fi+1/2,jk; the expressions

for Gi,j+1/2,k and Hij,k+1/2 are obtained in an entirely analogous manner. The application of

the tensor product of a one-dimensional N -point quadrature rule to (6) yields the following

expression for the flux in the x coordinate direction:

Fi+1/2,j,k =
1

∆y

1

∆z

N∑

α=1

N∑

β=1

F(Q(xi+1/2, yα, zβ))KβKα, (7)

where the subscripts α, β correspond to different Gaussian integration points yα, zβ and weights

Kα, Kβ. Expression (7) involves point-wise values of Q whereas the scheme evolves the cell

averages of Q. Thus the second step in evaluating the fluxes is to reconstruct the point-wise

values of the solution from cell averages and obtain high-order accurate approximations to the

values of Q at the integration points. In WENO schemes this is achieved by means of weighted

essentially non-oscillatory (WENO) adaptive-stencil reconstruction procedure [15, 7], which

estimates the smoothness of the solution and constructs the reconstruction polynomial in such

a way so as to avoid interpolation across discontinuities. After the reconstruction is carried out

at each face we have two sets of values of Q, corresponding to xi+1/2 − 0 and xi+1/2 + 0 which

are often called left and right boundary extrapolated values:

QL
i+1/2,α,β = Q(xi+1/2 − 0, yα, zβ),

QR
i+1/2,α,β = Q(xi+1/2 + 0, yα, zβ),

α, β = 1, . . . N.

(8)

The last step in the evaluation of the fluxes is to replace F(Q(xi+1/2, yα, zβ)) in (7) by a certain

monotone function of left and right boundary extrapolated values F̂(QL,QR), the building

block of the WENO scheme, or numerical flux:

Fi+1/2,j,k =
1

∆y

1

∆z

N∑

α=1

N∑

β=1

F̂(QL
i+1/2,α,β,QR

i+1/2,α,β)KβKα. (9)

To retain uniformly high order of time accuracy the solution is advanced in time by means

of TVD Runge-Kutta methods. Usually, the following third order three-stage method [20] is

used:
Q

(1)
ijk = Qn

ijk + ∆tLijk(Q
n),

Q
(2)
ijk =

3

4
Qn

ijk +
1

4
Q

(1)
ijk +

1

4
∆tLijk(Q

(1)),

Qn+1
ijk =

1

3
Qn

ijk +
2

3
Q

(2)
ijk +

2

3
∆tLijk(Q

(2)),

(10)
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where Lijk(Q) denotes the spatial operator (right hand side of (4)) at the appropriate time

level. The above procedure of flux evaluation must be carried out during each stage of the

Runge-Kutta method. Another, more recent, forth order five-stage Runge-Kutta method can

be found in [21]; see the original paper for details.

The explicit scheme considered above requires the computation of a time step ∆t to be used

in (10), such that stability of the numerical method is ensured. One way of choosing ∆t is

∆t = Ccfl ×min
ijk

(
∆x

|Sn,x
ijk |

,
∆y

|Sn,y
ijk |

,
∆z

|Sn,z
ijk |

)
. (11)

Here Sn,d
ijk is the speed of the fastest wave present at time level n travelling in the d direction,

with d = x, y, z. Ccfl is the CFL number and is chosen according to the linear stability condition

of the scheme. When the three-stage Runge-Kutta method (10) is used in one space dimension

the WENO schemes have the optimal stability condition of Courant number

0 < Ccfl ≤ 1. (12)

The two-dimensional and three dimensional schemes have the reduced stability conditions,

which in fact coincide with those of the unsplit Godunov scheme in two and three space dimen-

sions. In two space dimensions the stability condition is

0 < Ccfl ≤ 1/2. (13)

Our numerical experiments show that in three space dimensions the stability condition is

0 < Ccfl ≤ 1/3. (14)

For the forth order Runge-Kutta method of [21] the time step can be increased by 50% so that

stability conditions (12) - (14) become 0 < Ccfl ≤ 3/2, 0 < Ccfl ≤ 3/4 and 0 < Ccfl ≤ 1/2

respectively. We remark that the error of the forth order Runge-Kutta method grows very fast

when the CFL number exceeds the conventional values (12) - (14), see the original paper [21]

for details. Therefore, we still use (12) - (14) for choosing the time step.

The description of the scheme is complete when an algorithm to calculate the values of Q at

Gaussian integration points is given and a flux function F̂(QL,QR) is chosen. In the following

sections we give details on the WENO reconstruction and the numerical flux. It is sufficient

to explain the general three-dimensional case; the two and one dimensional cases will follow

easily.

3 WENO reconstruction in three space dimensions

3.1 Scalar finite-volume reconstruction

The reconstruction problem we face is the following. Given spatial averages of a scalar function

q(x, y, z) in a cell Iijk

qijk =
1

∆x

1

∆y

1

∆z

∫ xi+1/2

xi−1/2

∫ yj+1/2

yj−1/2

∫ zk+1/2

zk−1/2

q(x, y, z) dz dy dx, (15)
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we want to compute the point-wise value of q at Gaussian integration points (xi+1/2, yα, zβ) so

that the reconstruction procedure is conservative and these reconstructed values are of high-

order of accuracy. There are essentially two ways of accomplishing this: genuine multidimen-

sional reconstruction and dimension-by-dimension reconstruction. The genuine multidimen-

sional reconstruction [10, 19] considers all cells in the multidimensional stencil simultaneously

to build up a reconstruction polynomial, whereas dimension-by-dimension reconstruction [2, 19]

consists of a number of one-dimensional reconstruction sweeps. The dim-by-dimdimension-by-

dimension reconstruction is much simpler and less computationally expensive than the genuine

multidimensional one; this is especially so in three space dimensions. Therefore, in this paper

we use the dimension-by-dimension reconstruction throughout.

The general idea of dimension-by-dimension reconstruction in two space dimensions is ex-

plained in [2] in the context of the ENO schemes. The extension to three space dimensions is

straightforward and consists of three steps. Recall that we need left qL
i+1/2,αβ and right qR

i+1/2,αβ

extrapolated values. For the left values the stencil consists of cells Iixiyiz such that

i− r ≤ ix ≤ i + r, j − r ≤ iy ≤ j + r, k − r ≤ iz ≤ k + r, (16)

where r − 1 is the order of polynomials used in WENO sweeps, e.g. r = 3 corresponds to the

weighted piece-wise parabolic reconstruction and so on. For the right values the stencil consists

of cells for which i + 1− r ≤ ix ≤ i + 1 + r and iy, iz vary according to (16).

In the first step of the three-dimensional reconstruction for all indexes iy, iz from the stencil

we perform the one-dimensional WENO reconstruction in the x coordinate direction (normal to

the cell face) and obtain two-dimensional averages with respect to y − z coordinate directions:

vL
iyiz =

1

∆y

1

∆z

∫ yiy+1/2

yiy−1/2

∫ ziz+1/2

ziz−1/2

q(xi+1/2 − 0, y, z) dz dy,

vR
iyiz =

1

∆y

1

∆z

∫ yiy+1/2

yiy−1/2

∫ ziz+1/2

ziz−1/2

q(xi+1/2 + 0, y, z) dz dy.

(17)

In the second step we perform one-dimensional reconstruction in y coordinate direction for all

values of iz and obtain one-dimensional averages of the solution with respect to z coordinate

direction

wL
iz =

1

∆z

∫ ziz+1/2

ziz−1/2

q(xi+1/2 − 0, yα, z) dz,

wR
iz =

1

∆z

∫ ziz+1/2

ziz−1/2

q(xi+1/2 + 0, yα, z) dz

(18)

in lines corresponding to the Gaussian integration points on the y axis (x = xi+1/2, y =

yα). Finally, for each line (x = xi+1/2, y = yα) we obtain reconstructed point-wise values

q(xi+1/2, yα, zβ) by again applying the one-dimensional reconstruction now to wL
iz , wR

iz in the

z coordinate direction. We note that it is also possible to do the z sweep in the second step

instead of y sweep.

The two-dimensional reconstruction is obtained by using only two first steps in the above

algorithm.

We now proceed to define the reconstructed values for each of the one-dimensional WENO

sweeps. We do so in terms of reconstructions of one-dimensional averages ui of a function u(ξ)

ui =
1

∆ξ

∫ ξi+1/2

ξi−1/2

u(ξ) dξ, (19)
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where ∆ξ is the cell size: ∆ξ = ξi+1/2 − ξi−1/2. Recall that in one space dimension for any

order of accuracy r there are r candidate stencils for reconstruction. For each such stencil of

r cells there is a corresponding (r − 1)th-order polynomial pl(ξ), l = 0, . . . r − 1. The WENO

reconstruction procedure [15, 7] defines the reconstructed value as a convex combination of rth-

order accurate values of all polynomials, taken with positive non-linear weights. The weights

are chosen in such a way as to mimic the ENO idea [8, 2] when the solution is not sufficiently

smooth and achieve (2r − 1)th order of accuracy when it is smooth. For a given point ξ̃ the

design of weights consists of three steps. First, one finds the so-called optimal weights dl so

that the combination of all polynomials with this weights produces the value of the polynomial

of order (2r− 1) corresponding to the large stencil. Next, if optimal weights dl are all positive

one defines the non-linear weights ωl as

αl =
dl

(10−6 + βl)2
, ωl =

αk∑r−1
l=0 αl

, l = 0, . . . r − 1. (20)

Here βl are the so-called smoothness indicators [7]:

βl =
r−1∑

m=1

∫ ξi+1/2

ξi−1/2

(
dm

dxm
pl(ξ)

)2

∆ξ2m−1dξ, l = 0, . . . r − 1. (21)

If some of dl are negative then a special procedure to handle such negative weights must be

used, see [19] for details. The final WENO reconstructed value is then given by

u(ξ̃) =
r−1∑

l=0

pl(ξ̃)wl. (22)

In several space dimensions the one-dimensional WENO procedure is applied during each

one-dimensional sweep. For the first sweep (normal to the cell face) the weights are designed

to obtain reconstructed values at xi+1/2; the corresponding linear weights dl and smoothness

indicators βl can be found in [7, 1] for r = 2 . . . , 6. For the second and third steps the weights,

which will be different from the first step, are designed to achieve high accuracy for Gaussian

integration points yα, zβ. The values of the weights are tailored to a specific Gaussian integration

rule used to discretize space integrals (7), (9). Our numerical experiments show that the best

results in terms of accuracy and computational cost for r = 3, 4 are obtained if the the following

two-point (forth order) Gaussian quadrature is used:

∫ 1

−1
ϕ(ξ) dξ = ϕ

(
− 1√

3

)
+ ϕ

(
+

1√
3

)
. (23)

even though the use of (23) leads to formal forth order spatial accuracy. For schemes with higher

order reconstructions (r = 5 and r = 6) we have tested different quadratures corresponding

to N = 2, 3, 4 and found that the most accurate results are obtained when the four-point

quadrature is used. The two-point rule (23), however, still works well.

The WENO sweep in the x coordinate direction (normal to the cell face) corresponds to

the left and right reconstructed values at ξi+1/2 whereas the y and z sweeps need values at the

Gaussian points ξα; for the two-point quadrature (23) these are ξi ± ∆ξ/(2
√

3). It appears

that the weights and reconstruction formulas for the Gaussian integration points ξα have not

been reported in the literature so far. Therefore, in order to provide the complete information

about the scheme below we give all necessary information for one dimensional sweeps in the

fifth order (r = 3) and seventh order (r = 4) WENO reconstructions. Higher order piece-wise

quadric (r = 5) and quintic (r = 6) reconstructions are omitted.
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3.2 Piece-wise parabolic WENO reconstruction (r = 3)

We consider a cell [ξi−1/2, ξi+1/2] and provide expressions for u(ξi+1/2 − 0), u(ξi−1/2 + 0) and

u(ξi ±∆ξ/(2
√

3)). The three candidate stencils for reconstruction are

S0 = (i, i + 1, i + 2), S1 = (i− 1, i, i + 1), S2 = (i− 2, i− 1, i). (24)

The corresponding smoothness indicators are given by [7]

β0 =
13

12
(ui − 2ui+1 + ui+2)

2 +
1

4
(3ui − 4ui+1 + ui+2)

2,

β1 =
13

12
(ui−1 − 2ui + ui+1)

2 +
1

4
(ui−1 − ui+1)

2,

β2 =
13

12
(ui−2 − 2ui−1 + ui)

2 +
1

4
(ui−2 − 4ui−1 + 3ui)

2.

(25)

The optimal weights dl for the left extrapolated value uL
i+1/2 at xi+1/2 are given by [7]:

d0 =
3

10
, d1 =

3

5
, d2 =

1

10
(26)

and uL
i+1/2 is given by

uL
i+1/2 = u(ξi+1/2 − 0) =

1

6
ω0(−ui+2 + 5ui+1 + 2ui)+

1

6
ω1(−ui−1 + 5ui + 2ui+1) +

1

6
ω2(2ui−2 − 7ui−1 + 11ui).

(27)

The optimal weights dl for right boundary extrapolated value uR
i−1/2 at xi−1/2 are obtained

by symmetry

d0 =
1

10
, d1 =

3

5
, d2 =

3

10
(28)

and uR
i−1/2 is given by

uR
i−1/2 = u(ξi−1/2 + 0) =

1

6
ω0(2ui+2 − 7ui+1 + 11ui)+

1

6
ω1(−ui+1 + 5ui + 2ui−1) +

1

6
ω2(−ui−2 + 5ui−1 + 2ui).

(29)

For the first Gaussian integration point ξ = ξi − ∆ξ/(2
√

3) the optimal weights are as

follows:

d0 =
210−√3

1080
, d1 =

11

18
, d2 =

210 +
√

3

1080
(30)

and the reconstructed value is given by

u

(
ξi − ∆ξ

2
√

3

)
= ω0

[
ui + (3ui − 4ui+1 + ui+2)

√
3

12

]
+

ω1

[
ui − (−ui−1 + ui+1)

√
3

12

]
+ ω2

[
ui − (3ui − 4ui−1 + ui−2)

√
3

12

]
.

(31)

8



For the second Gaussian integration point ξ = ξi +∆ξ/(2
√

3) the optimal weights are obtained

from symmetry by interchanging d0 and d2 in (30)

d0 =
210 +

√
3

1080
, d1 =

11

18
, d2 =

210−√3

1080
. (32)

The reconstructed value is

u

(
ξi +

∆ξ

2
√

3

)
= ω0

[
ui − (3ui − 4ui+1 + ui+2)

√
3

12

]
+

ω1

[
ui − (ui−1 − ui+1)

√
3

12

]
+ ω2

[
ui − (−3ui + 4ui−1 − vi−2)

√
3

12

]
.

(33)

We note that the nonlinear weights ωl must be computed according to (20) separately for each

of the points ξi ±∆ξ/(2
√

3).

3.3 Piece-wise cubic WENO reconstruction (r = 4)

The four candidate stencils are

S0 = (i, i + 1, i + 2, i + 3), S1 = (i− 1, i, i + 1, i + 2),

S2 = (i− 2, i− 1, i, i + 1), S3 = (i− 3, i− 2, i− 1, i).
(34)

The corresponding smoothness indicators are given by [1]

β0 = 2107u2
i − 9402ui+1ui + 7042uiui+2 − 1854uiui+3 − 17246ui+1ui+2

−3882ui+2ui+3 + 11003u2
i+1 + 7043u2

i+2 + 547u2
i+3 + 4642ui+1ui+3,

β1 = 267u2
i+2 − 1642ui+2ui+1 + 1602ui+2ui − 494ui+2ui−1 − 2522uiui−1 + 3443u2

i

+547u2
i−1 − 5966ui+1ui + 2843u2

i+1 + 1922ui+1ui−1,

β2 = 267u2
i−2 − 494ui+1ui−2 − 1642ui−1ui−2 + 1602uiui−2 − 5966uiui−1 + 3443u2

i

−2522ui+1ui + 2843u2
i−1 + 547u2

i+1 + 1922ui+1ui−1,

β3 = 2107u2
i + 7042uiui−2 − 1854uiui−3 − 9402uiui−1 − 17246ui−1ui−2 + 4642ui−1ui−3+

547u2
i−3 − 3882ui−2ui−3 + 11003u2

i−1 + 7043u2
i−2.

The optimal weights dl for the left extrapolated value uL
i+1/2 at xi+1/2 are given by [7]:

d0 =
4

35
, d1 =

18

35
, d2 =

12

25
, d3 =

1

35
(35)

and uL
i+1/2 is given by

uL
i+1/2 = u(ξi+1/2 − 0) = ω0

[
1

4
ui +

13

12
ui+1 − 5

12
ui+2 +

1

12
ui+3

]
+

ω1

[
− 1

12
ui−1 +

7

12
ui +

7

12
ui+1 − 1

12
ui+2

]
+ ω2

[
1

12
ui−2 − 5

12
ui−1 +

13

12
ui +

1

4
ui+1

]
+

ω3

[
−1

4
ui−3 +

13

12
ui−2 − 23

12
ui−1 +

25

12
ui

]
.

(36)

9



The optimal weights dl for right boundary extrapolated value uR
i−1/2 at xi−1/2 are obtained

by symmetry

d0 =
1

35
, d1 =

12

25
, d2 =

18

35
, d3 =

4

35
(37)

and uR
i−1/2 is given by

uR
i−1/2 = u(ξi−1/2 + 0) = ω0

[
−1

4
ui+3 +

13

12
ui+2 − 23

12
ui+1 +

25

12
ui

]
+

ω1

[
1

12
ui+2 − 5

12
ui+1 +

13

12
ui +

1

4
ui−1

]
+ ω3

[
− 1

12
ui+1 +

7

12
ui +

7

12
ui−1 − 1

12
ui−2

]
+

ω4

[
1

4
ui +

13

12
ui−1 − 5

12
ui−2 +

1

12
ui−3

]
.

(38)

For the first Gaussian integration point ξ = ξi − ∆ξ/(2
√

3) the optimal weights are as

follows:

d0 =
−50

√
3 + 3717

166320
, d1 =

72
√

3

7

(
889

√
3

63360
− 587

1995840

)
,

d2 =
72
√

3

7

(
889

√
3

63360
+

587

1995840

)
, d3 =

50
√

3 + 3717

166320

(39)

and the reconstructed value is given by

u

(
ξi − ∆ξ

2
√

3

)
=

ω0

[
ui − (−43ui + 69ui+1 − 33ui+2 + 7ui+3)

√
3

144
− (−ui + 3ui+1 − 3ui+2 + ui+3)

√
3

432

]
+

ω1

[
ui − (−15ui + 27ui+1 − 7ui−1 − 5ui+2)

√
3

144
+ (−3ui + 3ui+1 + ui−1 − ui+2)

√
3

432

]
+

ω2

[
ui − (15ui + 7ui+1 − 27ui−1 + 5ui−2)

√
3

144
+ (3ui − ui+1 − 3ui−1 + ui−2)

√
3

432

]

ω3

[
ui − (43ui − 69ui−1 + 33ui−2 − 7ui−3)

√
3

144
− (ui − 3ui−1 + 3ui−2 − ui−3)

√
3

432

]
.

(40)

For the second Gaussian integration point ξ = ξi + ∆ξ/(2
√

3) optimal weights are obtained

from symmetry by interchanging d0 and d2:

d0 =
50
√

3 + 3717

166320
, d1 =

72
√

3

7

(
889

√
3

63360
+

587

1995840

)

d2 =
72
√

3

7

(
889

√
3

63360
− 587

1995840

)
, d3 =

−50
√

3 + 3717

166320
.

(41)
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The reconstructed value is

u

(
ξi +

∆ξ

2
√

3

)
=

ω0

[
ui + (−43ui + 69ui+1 − 33ui+2 + 7ui+3)

√
3

144
+ (−ui + 3ui+1 − 3ui+2 + ui+3)

√
3

432

]
+

ω1

[
ui + (−15ui + 27ui+1 − 7ui−1 − 5ui+2)

√
3

144
− (−3ui + 3ui+1 + ui−1 − ui+2)

√
3

432

]

ω2

[
ui + (15ui + 7ui+1 − 27ui−1 + 5ui−2)

√
3

144
− (3ui − ui+1 − 3ui−1 + ui−2)

√
3

432

]

ω3

[
ui + (43ui − 69ui−1 + 33ui−2 − 7ui−3)

√
3

144
+ (ui − 3ui−1 + 3ui−2 − ui−3)

√
3

432

]
.

(42)

3.4 Reconstruction for systems

The reconstruction for systems can be carried out either in conservative variables or in local

characteristic variables, see e.g. [7]. For the first option the above expressions (26) – (42)

are used for each component of the vector of conservative variables Q. For the characteristic

reconstruction one first transforms to characteristic variables and then applies (26) – (42) to

each component of these variables. The final values are obtained by transforming back to

conservative variables. See [19] for details.

Although the use of characteristic decomposition in reconstruction increases the computa-

tional cost of the scheme, our experiments show that in some cases it is necessary in order

to avoid spurious oscillations. Our observations agree with those of [16], where the authors

use one-dimensional WENO schemes in their experiments. Moreover, in some cases the use

of characteristic-wise reconstruction improves overall accuracy of the numerical solution by a

factor of two. Therefore, in this paper we always carry out reconstruction in local characteristic

variables.

4 Numerical flux

In this section we first briefly review the fluxes to be used in the framework of our schemes. For

simplicity we omit subscripts α, β of Gaussian integration points and write QL ≡ QL
i+1/2,αβ,

QR ≡ QR
i+1/2,αβ. We also omit the hat over the numerical flux used as the building block.

4.1 The HLLC flux

The HLLC flux is an improved variant of the HLL flux [9] in that it contains the middle

(contact) wave in the Riemann problem solution. It does not use linearization of the equations

and works well for low-density problems and sonic points without any fixes. We specialize the

presentation of the HLLC flux as applied to the three-dimensional compressible Euler equations
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for a gamma-law gas of the form (1) with

Q =




ρ

ρu

ρv

ρw

E




, F = Qu +




0

p

0

0

pu




, G = Qv +




0

0

p

0

pv




, H = Qw +




0

0

0

p

pw




(43)

p = (γ − 1)(E − 1

2
ρ(u2 + v2 + w2))

where ρ, u, v, w p and E are density, components of velocity in the x, y and z coordinate

directions, pressure and total energy, respectively; γ is the ratio of specific heats. An updated

version of HLLC for the split 3D Euler equations is found in [25]. Assuming a three-wave

structure with wave speed estimates given by SL, S∗ and SR the HLLC flux is given by

FHLLC
i+1/2 =





FL, if 0 ≤ SL ,

F∗L = FL + SL(Q∗L −QL) , if SL ≤ 0 ≤ S∗ ,

F∗R = FR + SR(Q∗R −QR) , if S∗ ≤ 0 ≤ SR ,

FR, if 0 ≥ SR ,

(44)

where

Q∗K = ρK

(
SK − uK

SK − S∗

)




1

S∗

vK

wK

EK

ρK

(S∗ − uK)[S∗ +
pK

ρK(SK − uK)
]




for K = L and K = R. The wave speeds SL, S∗ and SR must be estimated. We use the

pressure-velocity estimates of Sect. 10.5.2 of [25].

4.2 The FORCE flux

The FORCE flux [24, 25] is a recent centred flux which is derived as the deterministic version

of the staggered-grid Random Choice Method:

FFORCE
i+1/2 (QL,QR) =

1

4

(
FL + 2F(Q1/2) + FR − ∆x

∆t
(QR −QL)

)
,

Q1/2 =
1

2
(QL + QR)− 1

2

∆t

∆x
(FR − FL).

(45)

It turns out that the above flux is an arithmetic mean of the Lax-Friedrichs and Law-Wendroff

fluxes. It can be shown [24, 25, 3] that the numerical viscosity of the FORCE flux is smaller

than that of the Lax-Friedrichs flux by a factor of two. The FORCE flux has been successfully

used in the construction of centred multidimensional non-staggered mesh TVD schemes [27, 28].

Recently the FORCE scheme has been shown to be convergent for some 2×2 non-linear systems

of hyperbolic conservation laws [3].

12



4.3 Upwind MUSTA fluxes

In general, the good accuracy of Godunov-type fluxes results from the opening of the Riemann

fan and picking up a single value at cell interface xi+1/2. Complete (exact or approximate)

Riemann solvers recognize all waves in the Riemann fan and therefore provide good resolution

of delicate features of the flow, such as contact discontinuities and shear waves. Incomplete

Riemann solvers (e.g. HLL flux [9]) do not recognize the intermediate waves in the Riemann

fun and lump them all in one (averaged) state. Centred fluxes can be regarded as very rough

Riemann solvers in which the Riemann fan is not opened at all. As a result, the resolution of

all intermediate waves and associated flow features by incomplete and centred fluxes is very

poor; e.g. contact discontinuities are smeared in time considerably.

A very simple and general approach to the construction of numerical fluxes, which combines

the simplicity of centred fluxes and the good accuracy of the Godunov method, is the Multi-

Stage (MUSTA) approach [26]. The MUSTA approach develops upwind numerical fluxes by

utilising centred fluxes in a multi-stage predictor-corrector fashion. Effectively, MUSTA can

be regarded as an approximate Riemann solver in which the predictor step opens the Riemann

fan and the corrector step makes use of the information extracted from the opened Riemann

fan, which is precisely the information needed for the upwind numerical flux. The advantages

of this multi-stage predictor-corrector solver are its simplicity and generality and will be fully

realised when solving very complex hyperbolic systems such as those arising in multi-phase

flows, magnetohydrodynamics and general relativity.

The key idea of MUSTA is to open the Riemann fun by solving the local Riemann problem

numerically rather than analytically. Suppose we have a mesh of p cells to the left of xi+1/2

and p cells to the right of xi+1/2 and we solve the local Riemann problem on this mesh. At

every time step l we have the discrete values of Q corresponding to these cells. If for some l

the vectors adjacent to the interface, namely Q
(l)
L and Q

(l)
R , are close

|Q(l)
L −Q

(l)
R | ≤ ε,

where || is a suitable norm and ε > 0 is a small tolerance, one would stop the time-marching

procedure. The two vectors of interest now are the final values Q
(k)
L , Q

(k)
R . It is likely that these

values for large k are identical. They will be different if they are separated by a stationary

discontinuity or a transonic rarefaction. In the MUSTA approach the existing discontinuity is

resolved by applying in the corrector step a simple flux, such as a centred flux:

F
(k)
i+1/2 = F(Q

(k)
L ,Q

(k)
R ). (46)

It turns out that for practical purposes it is sufficient to take p = 1 and a small number of

stages k. A particularly successful flux, constructed on the basis of the centred FORCE flux,

is summarised here. It has essentially two steps and is started by setting l = 1, Q
(1)
L = QL and

Q
(1)
R = QR. Then we do

1. Flux evaluation

F
(l)
L = F(Q

(l)
L ), F

(l)
R = F(Q

(l)
R ),

Q
(l)
M =

1

2

[
Q

(l)
L + Q

(l)
R

]
− 1

2

∆t

∆x

[
F

(l)
R − F

(l)
L

]
, F

(l)
M = F(Q

(l)
M )

F
(l)
i+1/2 =

1

4

(
F

(l)
L + 2F

(l)
M + F

(l)
R − ∆x

∆t

(
Q

(l)
R −Q

(l)
L

))
,

(47)
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2. Open Riemann fun

Q
(l+1)
L = Q

(l)
L − ∆t

∆x

[
F

(l)
i+1/2 − F

(l)
L

]
, Q

(l+1)
R = Q

(l)
R − ∆t

∆x

[
F

(l)
R − F

(l)
i+1/2

]
. (48)

3. Goto to step 1

The procedure is stopped at the end of Step 1 if the desired number of stages k has been

reached. Practical experience suggests that a number of stages between 3 and 4 gives numerical

results that are comparable with those from the most accurate of fluxes, namely, the first-order

Godunov upwind flux used in conjunction with the exact Riemann solver [26]. In this paper

we use k = 4 throughout unless otherwise stated.

Concerning efficiency, it is found that, for the one-dimensional Euler equations for ideal

gases, the cost of such a flux is comparable to that of typical existing approximate Riemann

solvers, such as the HLLC [29] or Roe [17] solvers. Moreover, in WENO schemes the recon-

struction step accounts for most of the computational cost so that the difference in the cost

between the HLLC, FORCE and MUSTA fluxes becomes negligible.

5 Numerical results

In this section we present numerical results for the scalar advection equation and compressible

Euler equations in one, two and three space dimensions. For the scalar equations the HLLC

flux is equivalent to the Godunov flux with the exact Riemann solver; therefore we call the

corresponding scheme the WENO-Exact scheme. Our experience suggests that for most cases

the accuracy of the third order Runge-Kutta method (10) is comparable with that of the forth

order Runge-Kutta method of [21] whereas the third order method has a lower computational

cost and requires less memory as well. Therefore we use (10) throughout, unless otherwise

stated.

An important issue is the choice of the Courant number defining the time step. We remark

that it seems to have become a popular practice to demonstrate the formal order of spatial

accuracy of WENO schemes by choosing the time step in such a way that the spatial order

dominates the computation. For example, when the third order Runge-Kutta method (10) is

used the time step is chosen according to

∆t ≈ ∆x(2r−1)/3. (49)

We have run our schemes with such a time step and obtained good results. However, it should

be noted that the use of (49) results in exceedingly small time steps and therefore enormous

computational cost of the scheme. This is especially so in multiple space dimensions. For

example, take r = 4, then (49) becomes ∆t ≈ ∆x7/3 which is more stringent than the stability

condition for parabolic equations.

For hyperbolic equations the natural choice of the time step is the one resulting from the

use of a fixed Courant number. From the point of efficiency it should be as close as possible to

the maximum range allowed by the stability condition (12) – (14). In this paper our goal is to

assess the performance of our methods as they will be used in practical computations. We run

all convergence tests with a fixed Courant number, which is chosen to be Ccfl = 0.45 in two

space dimensions and Ccfl = 0.27 in three space dimensions.
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5.1 Scalar equations

5.1.1 Linear advection equation

We solve the one-dimensional linear advection equation

qt + λ qx = 0, λ = 1 (50)

with the following initial condition [7, 22, 1] defined on on [−1 : 1] :

q(x, 0) =





exp (ln2 (x + 0.7)2/0.0009), −0.8 ≤ x ≤ −0.6

1, −0.4 ≤ x ≤ −0.2

1− |10x− 1|, 0.0 ≤ x ≤ 0.2

(1− 100(x− 0.5)2)1/2, 0.4 ≤ x ≤ 0.6

0, otherwise

(51)

This initial condition consists of a discontinuous square pulse and several continuous but narrow

profiles. We apply periodic boundary conditions. The Courant number of 0.4 is used for all

runs.

Table 1 shows a convergence study for output times t = 10 and t = 1000 for schemes with

piece-wise parabolic (r = 3) WENO reconstruction. We present the errors and convergence

rates for cell averages of the solution in the L1 norm; in this norm the first order of accuracy

should be achieved even for the discontinuous solutions. We observe that for the first (small)

output time all schemes converge with the expected order of accuracy and produce similar errors;

the influence of the numerical flux used as the building block is small. For the second, much

larger time, the choice of the flux affects the accuracy much more strongly. As expected, the

scheme with the centred FORCE flux is the least accurate scheme. The WENO-Exact scheme

performs slightly better. The most accurate scheme for this output time is the WENO-MUSTA

scheme: on the finest mesh it is roughly four time more accurate than the WENO-FORCE

scheme.

Further illustration is provided by Fig. 1, which depicts numerical solutions of all schemes

at the output time t = 1000 on the finest mesh of 1600 cells. In full accordance with Table

1 the accuracy improves as we go from the WENO-FORCE scheme to the WENO-Exact and

then to the WENO-MUSTA scheme. The WENO-FORCE scheme diffuses all profiles in the

numerical solution except the very smooth Gaussian part of the initial condition. The WENO-

Exact scheme resolves well not only the Gaussian curve but also the triangle and provides a

reasonable result for the semi-circular profile. The most accurate scheme is the WENO-MUSTA

scheme which resolves well all profiles in the solution.

The example demonstrates the importance of using long time evolution test problems in

assessing the performance of different methods. For small output times all methods produce

similar results and the real difference in accuracy becomes apparent only when the solution is

evolved for a sufficiently large time.

5.1.2 The kinematic frontogenesis problem

This test problem [4] is important in meteorology where it represents a simplified effect which

takes place in the atmosphere. From the numerical point of view it tests the ability of the
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schemes to handle moving discontinuities in two space dimensions. We remark that a number

of advection schemes has been reported to fail for this test problem, especially those using

dimensional splitting.

We solve the two-dimensional linear equation with variable coefficients

qt + (u(x, y)q)x + (v(x, y)q)y = 0 (52)

where (u, v) is a steady divergence-free velocity field:

u = −y ω(r), v = xω(r), ω(r) =
1

r
UT (r), r2 = x2 + y2,

UT (r) = Umaxsech
2(r)tanh(r), Umax = 2.5980762.

(53)

We solve (52) - (53) with the following initial condition defined on [−5, 5]× [−5, 5]:

q(x, y, 0) =

{ −1, y < 0

1, y > 0
(54)

The exact solution is then given by [4]

q(x, y, t) = q0(y cos(ωt)− x sin(ωt)) (55)

and represents a rotation of the initial discontinuous distribution around the origin with variable

angular velocity ω(r). We note that as time evolves the solution will eventually develop scales

which will be beyond the resolution of the computational mesh.

We compute the numerical solution for the output time t = 4 using the meshes of 201 ×
201 and 401 × 401 cells. Figures (2) – (4) show one-dimensional cuts along the y axis for

−3 ≤ y ≤ 3 for schemes with piece-wise parabolic reconstruction. In all figures the solid

line corresponds to the point-wise values of the exact solution whereas symbols correspond

to the numerical solution (cell averages). Clearly all schemes capture delicate features of the

solution correctly without oscillations. The WENO-Exact and WENO-MUSTA produce results

of similar accuracy whereas the WENO-FORCE is a little bit more diffusive.

Further illustration is provided by Fig. 5 which depicts the three-dimensional plot of the

numerical solution obtained by the WENO-MUSTA scheme. We observe that the numerical

solution is monotone with sharp resolution of all discontinuities.

5.1.3 The three-dimensional inviscid Burgers’ equation

We solve the three-dimensional inviscid Burgers’ equation

qt +
(

1

2
q2

)

x
+

(
1

2
q2

)

y
+

(
1

2
q2

)

z
= 0 (56)

with the following initial condition defined on [−1, 1]× [−1, 1]× [−1, 1]:

q(x, y, z, 0) = q0(x, y, z) = 0.25 + sin(πx) sin(πy) sin(πz) (57)

and periodic boundary conditions. For this test problem the exact solution is obtained by

solving numerically the relation q = q0(x− qt, y− qt, z− qt) for a given point (x, y, z) and time

t. The cell averages of the exact solution at the output time are computed using the 8th-order

Gaussian rule.
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Table 2 shows the errors of WENO schemes with the piece-wise parabolic and cubic re-

constructions at the output time t = 0.05, when the solution is still smooth. The forth or-

der strong–stability preserving (SSP) Runge-Kutta method [21] and a fixed Courant number

Ccfl = 0.27 are used. We observe that approximately fifth order of accuracy is reached by all

schemes, which actually well exceeds the expected forth order of accuracy which should result

from the use of the two-point Gaussian quadrature (23). For a fixed resolution the schemes

with cubic reconstruction are more accurate than the corresponding schemes with parabolic

reconstruction. Since the same forth order Runge-Kutta method is used for time discretization

we conclude that on the given meshes the spatial error dominates.

The effect of using even higher order reconstructions is illustrated in Table 3 which shows

the convergence study for schemes with the piece-wise quadric (r = 5) and piece-wise quintic

(r = 6) reconstructions. To save space we show only the results corresponding to the use of the

most accurate four-point Gaussian quadrature in (7). We observe that overall, increasing the

spatial order of accuracy still decreases the error. However, the gains are much smaller than

those in Table 2 and for r = 6 may not justify the considerable increase in the computation

cost, since there is virtually no difference between the results of schemes with piece-wise quintic

and quadric reconstructions. On fine meshes the convergence rates drops to the forth order

expected from the use of the forth order Runge-Kutta method for time evolution. Therefore,

the spatial error no longer dominates and increasing the order of reconstruction polynomials

even further will not improve results.

The influence of the numerical flux used as a building block is most visible for lower order

reconstructions (r = 3, 4) and coarse meshes; e.g. compare results of WENO-FORCE and

WENO-MUSTA schemes in Table 3 for the coarsest mesh of 10 cells in each coordinate direc-

tion. With increasing spatial orders and mesh resolution the difference becomes negligible; the

schemes in Table 3 on the finest mesh produce almost identical errors.

5.2 Compressible Euler equations

In this section we evaluate the accuracy and robustness of our methods as applied to three test

problems.

5.2.1 Modified shock/turbulence interaction

This test problem is a variation of the shock/turbulence problem used in [7, 1]. We solve the

Euler equations (43) with the following initial condition defined on [−5, 5]

(ρ, u, p) =





(1.515695, 0.523346, 1.80500), x < −4.5

(1 + 0.1 sin 20πx, 0.0, 1.), x > −4.5
(58)

which consists of a right facing shock wave of Mach number 1.1 impinging into a high-frequency

density perturbation. As the shock moves the perturbation spreads upstream. We compute the

flow at the output time t = 5 which is more than ten times larger than that of the standard

shock/turbulence problem [1]. The solution contains physical oscillations which have to be

resolved by the numerical method.

Fig. 6 shows results of all schemes on a mesh of 2000 cells. The Courant number Ccfl = 0.6

is used. In all figures symbols denote the numerical solution and the solid line denotes the

reference solution computed on a fine mesh of 5000 cells using the fifth order ADER-WAF
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scheme [30]. We see that on the given mesh the centred WENO-FORCE severely damps the

acoustic disturbance which spreads upstream of the shock. The WENO-HLLC scheme produces

much more accurate results and WENO-MUSTA is the most accurate scheme for the given CFL

number and mesh.

5.2.2 Two-dimensional vortex evolution problem

We solve the two-dimensional Euler equations with the initial conditions, corresponding to a

smooth vortex, moving at 45o to the Cartesian mesh lines. This test problem is from [1] where

it is used to study the convergence properties of finite-difference WENO schemes. The problem

is solved in the square domain [−5 : 5] × [−5 : 5] with periodic boundary conditions. The

vortex is defined as the following isentropic perturbation to the uniform flow of unit values of

primitive variables:

u = 1− ε

2π
e

1
2
(1−r2) y, v = 1 +

ε

2π
e

1
2
(1−r2) x,

T = 1− (γ − 1)ε2

8γπ2
e(1−r2),

p

ργ
= 1,

(59)

where r2 = x2 + y2 and the vortex strength is ε = 5. We compute the numerical solution at

the output time t = 10 which corresponds to one time period; at this time the vortex returns

to the initial position. We use Ccfl = 0.45 for all runs.

Table 4 shows the convergence study for schemes with piece-wise parabolic (r = 3) and piece-

wise cubic (r = 4) reconstructions. We observe that approximately fifth order of accuracy is

achieved by all schemes. This order is higher than expected from the use of the third order

Runge-Kutta method due to the fact that this problem, for the given output time, is more

sensitive to spatial accuracy rather than time discretization. For a fixed resolution the accuracy

of the schemes with piece-wise cubic reconstruction is higher by a factor of ten. Table 5 shows

the convergence study for schemes with higher order piece-wise quartic (r = 5) and piece-wise

quintic (r = 6) reconstructions. As before, the accuracy is improved as we go from lower order

polynomials to higher order ones. However, the difference becomes smaller as the order of the

reconstruction polynomials grows.

The influence of the particular flux being used as a building block in the scheme is quite

significant for the schemes in Table 4, even though the solution is infinitely smooth, but almost

disappears in the results of Table 5. Again, the WENO-MUSTA scheme is the most accurate

scheme.

We have also run a three-dimensional vortex problem with the initial conditions, corre-

sponding to a smooth vortex (59), placed in the y − z plane. The results are essentially the

same as in the two-dimensional case and are thus omitted.

5.2.3 Three-dimensional explosion test problem

Finally, we solve the three-dimensional Euler equations of a gamma law gas (1), (43). The

initial condition defined on [−1 : 1]× [−1 : 1]× [−1 : 1] consists of two regions of constant but

different values of gas parameters separated by a sphere of radius 0.4:

(ρ, p) =

{
(1.0, 1.0), r ≤ 0.4

(0.125, 0.1), r > 0.4
, u = v = w = 0, r2 = x2 + y2 + z2. (60)
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This initial condition corresponds to the so-called spherical explosion test problem [25]. We

compute the numerical solution at the output time t = 0.25 on a mesh of 101 cells in each

coordinate direction. We use Ccfl = 0.27 for all runs. We compare the results of the WENO

schemes with a reference radial solution, which is obtained by solving the one-dimensional Euler

equations with a geometrical source term on a very fine mesh, see Section 17.1 of [25] for details.

Figs. 7 – 9 show a comparison between the one-dimensional reference radial solution (solid

line) and the cell averages of the three-dimensional WENO solution (symbols) along the radial

line that is coincident with the x-axis. We present distributions of gas density ρ and internal

energy e. The solution contains a spherical shock wave and a contact surface travelling away

from the centre and a spherical rarefaction wave travelling towards the origin (0,0,0). We

observe that all schemes obtain the right solution with the correct values behind the shock

wave and the contact surface. The influence of the numerical flux used as the building block is

quite clear here: compared to the centred WENO-FORCE scheme the upwind WENO-HLLC

and WENO-MUSTA produce much sharper profiles of virtually all flow features.

Figs. 10 – 11 show the density and internal energy distribution on the plane z = 0 for

the WENO-MUSTA scheme. We observe that the numerical solution is monotone with sharp

profiles of all discontinuities.

6 Conclusions

In this paper we first carried out an extension of the existing finite-volume WENO schemes

to three space dimensions and up to 11th order of spatial accuracy. We provided all necessary

information for the reconstruction step of most practical fifth and seventh order schemes, so

that the schemes can be easily coded.

Secondly we proposed to use the FORCE, HLLC and MUSTA fluxes as the building block

in the WENO schemes. The upwind HLLC and centred FORCE fluxes are conventional (one-

stage) fluxes which have successfully been used in the past for the construction of TVD schemes.

The MUSTA flux is a very recent multi-stage upwind flux which does not need any information

on the details of Riemann problem solution. It combines the good accuracy of the upwind

fluxes based on complete Riemann solvers and the simplicity of centred fluxes.

We presented the numerical results of the new WENO-FORCE, WENO-HLLC and WENO-

MUSTA schemes in one, two and three space dimensions. They suggest that the proposed

schemes achieve uniformly high order of accuracy for smooth solutions and produce essentially

non-oscillatory profiles for discontinuities. We observe significant improvements in accuracy as

we go from fifth order to higher orders of spatial reconstruction as well as from the centred to

the upwind fluxes.

A particularly useful scheme is the WENO-MUSTA scheme coupled with fifth or seventh

order reconstruction. This scheme combines the simplicity of centred WENO schemes and

accuracy of upwind WENO schemes with complete Riemann solvers. The advantages of the

WENO-MUSTA scheme will be fully realised when solving very complex hyperbolic systems

such as those arising in multi-phase flows, magnetohydrodynamics and general relativity.

Future developments will include extension of the WENO-MUSTA scheme to unstructured

meshes.
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Table 1: Convergence study for the 1D linear advection equation (50) with initial condition (51)

at the output time t = 10. WENO schemes with piece-wise parabolic reconstruction. Ccfl = 0.4

is used for all schemes. N denotes the number of cells in the mesh.

Scheme N L1 error L1 order L1 error L1 order

t = 10 t = 1000

WENO-FORCE 100 2.22× 10−1 6.06× 10−1

200 1.03× 10−1 1.11 3.97× 10−1 0.61

400 4.51× 10−2 1.19 4.70× 10−1 -0.24

800 2.16× 10−2 1.06 3.83× 10−1 0.30

1600 1.16× 10−2 0.90 2.29× 10−1 0.74

WENO-Exact 100 2.09× 10−1 5.76× 10−1

200 9.42× 10−2 1.15 3.36× 10−1 0.78

400 4.12× 10−2 1.19 3.05× 10−1 0.14

800 1.98× 10−2 1.06 2.14× 10−1 0.51

1600 1.04× 10−2 0.93 1.11× 10−1 0.95

WENO-MUSTA 100 1.99× 10−1 5.50× 10−1

200 8.81× 10−2 1.18 3.00× 10−1 0.87

400 3.86× 10−2 1.19 2.07× 10−1 0.54

800 1.87× 10−2 1.05 1.06× 10−1 0.97

1600 9.75× 10−3 0.94 5.25× 10−2 1.01
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Table 2: Convergence study for the 3D inviscid Burgers’ equation (56) with initial condition

(57) at output time t = 0.05. Ccfl = 0.27 and forth order RK method [21] are used for all

schemes. The two-point Gaussian quadrature is used for all schemes. N is the number of cells

in each coordinate direction.

Method N L∞ error L∞ order L1 error L1 order

WENO schemes with piece-wise parabolic (r = 3) reconstruction

WENO-FORCE 10 1.46× 10−2 3.59× 10−2

20 1.20× 10−3 3.61 1.37× 10−3 4.71

40 4.40× 10−5 4.77 3.81× 10−5 5.17

WENO-Exact 10 4.33× 10−3 4.06× 10−3

20 3.19× 10−4 3.76 1.86× 10−4 4.45

40 1.48× 10−5 4.43 7.03× 10−6 4.72

WENO-MUSTA 10 4.21× 10−3 5.72× 10−3

20 3.23× 10−4 3.70 2.06× 10−4 4.80

40 1.20× 10−5 4.75 5.91× 10−6 5.12

WENO schemes with piece-wise cubic (r = 4) reconstruction

WENO-FORCE 10 9.48× 10−3 6.99× 10−3

20 2.20× 10−4 5.43 9.69× 10−5 6.17

40 2.73× 10−6 6.34 1.18× 10−6 6.36

WENO-Exact 10 2.90× 10−3 7.94× 10−4

20 6.57× 10−5 5.47 1.97× 10−5 5.33

40 2.04× 10−6 5.01 7.28× 10−7 4.76

WENO-MUSTA 10 3.06× 10−3 1.25× 10−3

20 5.62× 10−5 5.77 2.28× 10−5 5.77

40 1.84× 10−6 4.93 7.32× 10−7 4.96
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Table 3: Convergence study for the 3D inviscid Burgers’ equation (56) with initial condition

(57) at output time t = 0.05. Ccfl = 0.27 and forth order RK method [21] are used for all

schemes. The four-point Gaussian quadrature is used for all schemes. N is the number of cells

in each coordinate direction.

Method N L∞ error L∞ order L1 error L1 order

WENO schemes with piece-quadric (r = 5) reconstruction

WENO-FORCE 10 3.14× 10−3 3.06× 10−3

20 2.63× 10−5 6.90 2.21× 10−5 7.11

40 1.08× 10−6 4.61 2.45× 10−7 6.50

WENO-Exact 10 1.97× 10−4 2.53× 10−4

20 1.26× 10−5 3.98 3.58× 10−6 6.14

40 1.09× 10−6 3.53 2.26× 10−7 3.99

WENO-MUSTA 10 3.63× 10−4 4.55× 10−4

20 1.35× 10−5 4.75 4.89× 10−6 6.54

40 1.09× 10−6 3.63 2.28× 10−7 4.43

WENO schemes with piece-wise quintic (r = 6) reconstruction

WENO-FORCE 10 2.21× 10−3 1.90× 10−3

20 1.18× 10−5 7.55 9.17× 10−6 7.70

40 1.08× 10−6 3.44 2.29× 10−7 5.32

WENO-Exact 10 2.37× 10−4 1.66× 10−4

20 1.44× 10−5 4.03 3.44× 10−6 5.59

40 1.08× 10−6 3.74 2.29× 10−7 3.91

WENO-MUSTA 10 3.32× 10−4 3.00× 10−4

20 1.48× 10−5 4.48 3.87× 10−6 6.28

40 1.08× 10−6 3.78 2.29× 10−7 4.08
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Table 4: Density convergence study for the vortex evolution problem (59) at the output time

t = 10. WENO schemes with piece-wise parabolic (r = 3) reconstruction. N denotes the

number of cells in each coordinate direction. Ccfl = 0.45 is used for all schemes.

Method N L∞ error L∞ order L1 error L1 order

WENO schemes with piece-wise parabolic (r = 3) reconstruction

WENO-FORCE 25 1.45× 10−1 9.78× 10−3

50 1.75× 10−2 3.05 6.89× 10−4 3.83

100 6.16× 10−4 4.83 3.58× 10−5 4.26

WENO-HLLC 25 6.62× 10−2 3.86× 10−3

50 9.89× 10−3 2.74 2.76× 10−4 3.81

100 2.68× 10−4 5.21 1.24× 10−5 4.47

WENO-MUSTA 25 5.09× 10−2 3.53× 10−3

50 8.63× 10−3 2.56 2.28× 10−4 3.95

100 2.17× 10−4 5.32 9.41× 10−6 4.60

WENO schemes with piece-wise cubic (r = 4) reconstruction

WENO-FORCE 25 3.72× 10−2 2.42× 10−3

50 3.36× 10−3 3.47 1.33× 10−4 4.18

100 7.88× 10−5 5.41 3.88× 10−6 5.10

WENO-HLLC 25 2.08× 10−2 1.62× 10−3

50 9.58× 10−4 4.44 5.08× 10−5 5.00

100 3.41× 10−5 4.81 1.56× 10−6 5.02

WENO-MUSTA 25 2.85× 10−2 2.69× 10−3

50 7.74× 10−4 5.20 4.30× 10−5 5.97

100 2.83× 10−5 4.77 1.30× 10−6 5.04
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Table 5: Density convergence study for the vortex evolution problem (59) at the output time

t = 10. The four-point Gaussian quadrature is used for flux integration over cell sides. N

denotes the number of cells in each coordinate direction. Ccfl = 0.45 is used for all schemes.

Method N L∞ error L∞ order L1 error L1 order

WENO schemes with piece-wise quadric (r = 5) reconstruction.

WENO-FORCE 25 2.46× 10−2 1.14× 10−3

50 7.60× 10−4 5.02 3.61× 10−5 4.99

100 1.49× 10−5 5.67 9.51× 10−7 5.25

WENO-HLLC 25 2.14× 10−2 9.68× 10−4

50 3.39× 10−4 5.98 1.55× 10−5 5.96

100 1.31× 10−5 4.70 9.03× 10−7 4.10

WENO-MUSTA 25 1.84× 10−2 1.35× 10−3

50 2.30× 10−4 6.32 1.26× 10−5 6.74

100 1.29× 10−5 4.16 8.99× 10−7 3.81

WENO schemes with piece-wise quintic (r = 6) reconstruction.

WENO-FORCE 25 3.34× 10−2 9.48× 10−4

50 4.94× 10−4 6.08 1.88× 10−5 5.66

100 1.29× 10−5 5.26 8.90× 10−7 4.40

WENO-HLLC 25 2.04× 10−2 6.41× 10−4

50 1.87× 10−4 6.77 9.87× 10−6 6.02

100 1.27× 10−5 3.88 8.92× 10−7 3.47

WENO-MUSTA 25 1.63× 10−2 6.91× 10−4

50 1.66× 10−4 6.62 8.71× 10−6 6.31

100 1.27× 10−5 3.71 8.92× 10−7 3.29
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Figure 1: Computed (symbol) and exact (line) solutions for the linear advection equation (50)

with initial condition (51) at output time t = 1000. Methods used: WENO schemes with

piece-wise parabolic reconstruction. Ccfl = 0.4 and N=1600 cells are used for all schemes.
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Figure 2: One-dimensional cut along the y axis for the two-dimensional linear advection equa-

tion (52) with the initial condition (54) at the output time t = 4. Ccfl = 0.45 is used. The solid

line corresponds point-wise values of the exact solution, symbols denote cell averages computed

by the WENO-FORCE scheme. The meshes of 201×201 cells (left) and 401×401 cells (right)

are used.
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Figure 3: One-dimensional cut along the y axis for the two-dimensional linear advection equa-

tion (52) with the initial condition (54) at the output time t = 4. Ccfl = 0.45 is used. The solid

line corresponds point-wise values of the exact solution, symbols denote cell averages computed

by the WENO-Exact scheme with piece-wise parabolic reconstruction. The meshes of 201×201

cells (left) and 401×401 cells (right) are used.
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Figure 4: One-dimensional cut along the y axis for the two-dimensional linear advection equa-

tion (52) with the initial condition (54) at the output time t = 4. Ccfl = 0.45 is used. The

solid line corresponds point-wise values of the exact solution, symbols denote cell averages com-

puted by the WENO-MUSTA scheme with piece-wise parabolic reconstruction. The meshes of

201×201 cells (left) and 401×401 cells (right) are used.
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Figure 5: Solution of the two-dimensional linear advection equation (52) with the initial condi-

tion (54) at the output time t = 4. Ccfl = 0.45 is used. Method: the WENO-MUSTA scheme

with piece-wise parabolic reconstruction. The mesh of 401×401 cells is used.
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WENO-FORCE

WENO-HLLC

WENO-MUSTA

Figure 6: Computed (symbol) and reference (line) solutions for the Euler equations (43) with

initial condition (58) at output time t = 5. Methods used: WENO schemes with FORCE,

HLLC and MUSTA fluxes. Ccfl = 0.6 and N=2000 cells are used for all schemes.
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Density Internal energy

Figure 7: Spherical explosion test problem for the three-dimensional Euler equations. Method

used: WENO-FORCE with piece-wise parabolic (r = 3) reconstruction, Ccfl = 0.27 and the

mesh of N = 101 cells in each coordinate direction.

Density Internal energy

Figure 8: Spherical explosion test problem for the three-dimensional Euler equations. Method

used: WENO-HLLC with piece-wise parabolic (r = 3) reconstruction, Ccfl = 0.27 and the

mesh of N = 101 cells in each coordinate direction.
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Density Internal energy

Figure 9: Spherical explosion test problem for the three-dimensional Euler equations. Method

used: WENO-MUSTA with piece-wise parabolic reconstruction, Ccfl = 0.27 and the mesh of

N = 101 cells in each coordinate direction.
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Figure 10: The spherical explosion test problem for the three-dimensional Euler equations.

Method used: WENO-MUSTA with piece-wise parabolic (r = 3) reconstruction, Ccfl = 0.27

and the mesh of N = 101 cells in each coordinate direction. Density distribution on plane z = 0

at time t = 0.25
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Figure 11: The spherical explosion test problem for the three-dimensional Euler equations.

Method used: WENO-MUSTA with piece-wise parabolic (r = 3) reconstruction, Ccfl = 0.27

and the mesh of N = 101 cells in each coordinate direction. Internal energy distribution on

plane z = 0 at time t = 0.25
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