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4 Introduction 2

This is a continuation of the preprint [24]. All numbers of equations, sections,
theorems are continued, too; however, one can read this text without any look
at the first part, because everything - assumptions, etc. - which is required
has been repeated here. The references are identical except for additional
[24] and [25] which have got last two additional numbers in the reference list.
Remind that we consider the McKean-Vlasov equation in Rd,

dXt = b[Xt, µt] dt+ dWt, X0 = x0 ∈ Rd, (25)

where b[x, µ] :=
∫
b(x, y)µ(dy) for any measure µ (this is a notation conven-

tion), with locally Borel functions b(·, ·) : Rd × Rd → R
d, and d-dimensional

Wiener process Wt. Here µt is the marginal distribution of Xt. Related
equations which provide other descriptions of the problem are the nonlinear
equation for measures,

∂tµt = L∗(µt)µt, (26)

with
L(µ) = ∆/2 + b[x, µ]∂x,

and the approximation N -particle equation,

dX i,N
t =

1

N

N∑
j=1

b(X i,N
t , Xj,N

t ) dt+ dW i
t , X

i,N
0 = x0, 1 ≤ i ≤ N, (27)

with d-dimensional independent Wiener processes W i
t . It is known that under

reasonable assumptions the process X i,N converges weakly to the solution of
the McKean-Vlasov equation with the same W i (see [19], [1], [13], [24] et
al.),

dX̄ i
t = b[X̄ i

t , µ
i
t] dt+ dW i

t , X̄0 = x0 ∈ Rd, (28)
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where µit is the law of X̄ i
t (given initial data). Under assumptions below

(practically the same as in Theorem 2 from [24]), the law µit actually does
not depend on i because the solution of the equation (25) is unique in law.
In this part of the paper we investigate the Euler approximations for the
N -particle equation (27), namely,

dX i,N,h
t =

1

N

N∑
j=1

b(X i,N,h
κh(t) , X

j,N,h
κh(t) ) dt+ dW i

t , X
i,N
0 = x0, 1 ≤ i ≤ N, (29)

with κh(t) := [t/h]h, where [a] denotes the integer part of the value a, that
is, the maximal integer not exceeding a. In terms of the first part, we only
consider the “case (2◦)” here; its assumptions seem to be more reasonable.
The only change in assumptions is a more restrictive boundedness condition
(30) on the drift b instead of the linear growth condition in the first part.
This is done for simplicity: most probably, everything could be redone under
linear growth assumption. However, this requires the analogue of the Lemma
1 from [24] which is correct, but, as we said, for the purposes of establishing
the bound (38) below can be simply replaced by (30).

The next section contains the main result, and the section 6 – its proof.
The calculus is rather close to that in [24] (although a new feature is of course
an approximation scheme). Hence, the most essential is, to the author’s mind,
not the calculus but a new version of recurrence conditions which imply
mixing, see Proposition 2. Implicitly, this method was already used in [23].
In the framework of approximations this is joint result with S. A. Klokov.

5 Main approximation result

We always assume that the function b(x, ·) satisfies all assumptions of exis-
tence, as we said above, a little bit more restrictive than in the first part,
namely, it is bounded,

sup
x,y
|b(x, y)| ≤ C <∞, (30)

and continuous with respect to the second variable y for any x. Remind the
main assumptions for ergodicity and uniqueness:

• Coefficient b is decomposed into two parts,

b(x, y) = b0(x) + b1(x, y),

where the first part is responsible for the “enviromnent”, while the
second for the interaction itself. Next assumptions concern both whole
b, and separately b0 and b1.

• b: recurrence–1
lim
|x|→∞

sup
y
〈b(x, y), x〉 = −∞, (31)

• b: recurrence–2
lim
|x|→∞

sup
y
〈b(x, y), x〉 ≤ −r < 0, (32)
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• b0: attraction to zero which grows at least linearly with distance (=
one-sided Lipschitz condition), for any x, x′,

sup
y
〈b0(x)− b0(x′), x− x′〉 ≤ −c0|x− x′|2 (c0 > 0). (33)

The next two assumptions are required if c0 is any positive. Instead,
one can assume (36) which says that c0 is large enough, along with (37)
saying b1 is Lipschitz. In this version conditions (34-35) are not used,
however, we keep them for completeness.

• b1: anty-symmetry of interactions,

b1(x, x′)− b1(x′, x) = 0. (34)

• b1: “attraction” between particles, which increases with distance, in a
certain non-rigorous sense

〈(x− x′)− (x̄− x̄′), b1(x, x′)− b1(x̄, x̄′)〉 ≤ 0. (35)

• b0: large attraction to zero,

c0 > Cb1
Lip, (36)

where Cb1
Lip <∞ is the best constant satisfying

max (|b1(x, y)− b1(x′, y)|, |b1(y, x)− b1(y, x′)|) ≤ Cb1
Lip|x− x

′|, (37)

for all x, x′, y.

Denote µi,N,ht the law of X i,N,h
t . In the next Theorem, where we only con-

sider the case (2◦) from [24], Theorem 2, and a notation µ∞ is used. Under
assumptions of this Theorem and according to Theorem 2 from [24], there
exists a unique stationary measure for equation (25); µ∞ denotes this very
measure.

Theorem 3 Let conditions (30-33) and (36-37) be satisfied, with either (32)
and r ≥ r(d) large enough, or, alternatively, (31) and then r = −∞. Then
there is a weak limit

µ1,N,h
`h =⇒ µ1,N,h

∞ , `→∞,

moreover,
µ1,N,h
∞ =⇒ µ∞, N, h−1 →∞.
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6 Proof

6.1 Auxuliary results

We first formulate the result from [25] concerning convergence for Euler
schemes for SDEs without interactions. To this end, we temporarily, – for
this subsection only, – assume that in equation (25) the function b does not
depend on the variable y. This assumption is used in Proposition 1 below
without a reminder.

Notice that it is not convenient here to use results from [9] for more
general approximations, simply because in the present state they do require a
certain smoothness which unfortunately depends on dimension; hence, when
N → ∞, we actually need b ∈ C∞ in order to use these results. On the
contrary, Gaussian case does not require any smoothness. We formulate a
rather special case of Theorem 1, item 3, from [25], and only the part which
concerns convergence to equilibrium, not mixing (which is the main point in
the cited work). Notice that assumption (31) coincides exactly with condition
(AF ) from the cited paper in our particular case.

Proposition 1 ([25]) Under assumption (31), or (32) with r > (m−1)d/2
and m > 4, for any h small enough there exists the invariant measure µh∞,
and the following bound for β-mixing and for marginal distributions µh`h =
L(Xh

`h) holds true. Then

‖µh`h − µh∞‖TV ≤ C(1 + |x|m)(1 + `h)−k−1,

with some C > 0, and any k ∈ (0, (m− 2)/2) (any k > 0 under (31)).

Here ‖ · ‖TV is a total variation norm. Underline that here all constants
C,m, k may be chosen uniformly in h ≤ 1. Below we will apply this result to
the process X̂N,h

t . We will also need the following slightly different version
of this result.

Proposition 2 Let the process Xt be decomposed into K components of di-
mensions d1, . . . , dK, Xt = (X1

t , . . . , X
K
t ), and for each component Xj the

following recurrence condition holds true:

〈bj(x), xj〉 ≤ −rj, |xj| ≥M, rj > (m− 1)dj/2.

Then for any h small enough there exists the invariant measure µh∞, and the
following bound for β-mixing and for marginal distributions µh`h = L(Xh

`h)
holds true. If m > 4 and r > (m− 1)d/2, then

‖µh`h − µh∞‖TV ≤ C(1 + |x|m)(1 + `h)−k−1,

with some C > 0, and any k ∈ (0, (m− 2)/2).

Proposition 1 is proved in [25]. Proposition 2 follows from the same
calculus in addition to the reasoning from [24], 3.3.E.
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6.2 Proof of Theorem 3

A. We are going to show that

sup
t
E|X i,N,h

t − X̄ i
t |2 ≤ C(N−1 + h1/2). (38)

The statement of the Theorem then follows from this inequality either di-
rectly, – i.e., after analysing ergodic properties of the process X i,N,h

t , – or
from Theorem 2 in [24], which asserts that µt =⇒ µ∞ (where µt is the law
of X̄1

t ). We prefer the latter reasoning because the last statement has been
already established. However, ergodic properties of X i,N,h

t will be needed
anyway.

Throughout the calculus, whenever we compare the values like X i,N,h
t and

X i,N,h
s under expectation, we always have in mind the following bound:

E|X i,N,h
t −X i,N,h

s |2 ≤ 2
(
E|W i

t −W i
s |2 + ‖b‖2

L∞|t− s|
2
)
.

We have,

d(X i,N,h
t − X̄ i

t)
2 = 2(X i,N,h

t − X̄ i
t)(b[X

i,N,h
κh(t) , µ̂

N,h
t ]− b[X̄ i

t , µ
1
t ]) dt

= 2(X i,N,h
t − X̄ i

t)(b[X
i,N,h
κh(t) , µ̂

N,h
t ]− b[X̄ i

t , µ
1
t ]) dt

+2(X i,N,h
t − X̄ i

t)(b0(X i,N,h
κh(t) )− b0(X̄ i

t)) dt

≤
[
2(X i,N,h

t − X̄ i
t)(b[X

i,N,h
κh(t) , µ̂

N,h
t ]− b[X̄ i

t , µ
1
t ])− 2c0|X i,N,h

t − X̄ i
t |2
]
dt.

Hence,

d
N∑
i=1

(X i,N,h
t − X̄ i

t)
2

= 2
N∑
i=1

(X i,N,h
t − X̄ i

t)(b[X
i,N,h
κh(t) , µ̂

N,h
t ]− b[X̄ i

t , µ
1
t ]) dt

≤ −2c0

N∑
i=1

|X i,N,h
t − X̄ i

t |2 dt

+2
N∑
i=1

(X i,N,h
t − X̄ i

t)(b[X
i,N,h
κh(t) , µ̂

N,h
t ]− b[X i,N,h

t , µ1
t ]) dt.

Therefore,

E
N∑
i=1

(X i,N,h
t − X̄ i

t)
2 − E

N∑
i=1

(X i,N,h
s − X̄ i

s)
2

= 2E

∫ t

s

N∑
i=1

(X i,N,h
r − X̄ i

r)(b[X
i,N,h
κh(r), µ̂

N,h
r ]− b[X̄ i

r, µ
1
r]) dr
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≤ −2c0E

∫ t

s

N∑
i=1

|X i,N,h
r − X̄ i

r|2 dr

+2E

∫ t

s

N∑
i=1

(X i,N,h
r − X̄ i

r)(b[X
i,N,h
κh(r), µ̂

N,h
r ]− b[X̄ i

r, µ
1
r]) dr.

We have,

E
N∑
i=1

(X i,N,h
r − X̄ i

r)(b[X
i,N,h
κh(r), µ̂

N,h
r ]− b[X̄ i

r, µ
1
r])

= E

N∑
i=1

(X i,N,h
r − X̄ i

r)

(
1

N

N∑
j=1

(b(X i,N,h
κh(r), X

j,N,h
r )− b[X̄ i

r, µ
1
r])

)

= E
N∑
i=1

(X i,N,h
r − X̄ i

r)

(
1

N

N∑
j=1

(b(X i,N,h
κh(r), X

j,N,h
r )− b(X̄ i

r, X̄
j
r ))

)

+E
N∑
i=1

(X i,N,h
r − X̄ i

r)

(
1

N

N∑
j=1

(b(X̄ i
r, X̄

j
r )− b[X̄ i

r, µ
1
r])

)
=: A1 + A2.

The second term here possesses the bound (see [24]),

|A2| = |E
N∑

i,j=1

(X i,N,h
r − X̄ i

r)

(
1

N
(b(X̄ i

r, X̄
j
r )− b[X̄ i

r, µ
1
r])

)
|

≤ N−1

N∑
i=1

(
E
(
X i,N,h
r − X̄ i

r

)2
)1/2

E( N∑
j=1

b(X̄ i
r, X̄

j
r )− b[X̄ i

r, µ
1
r]

)2
1/2

≤ CN1/2
(
E|X1,N,h

r − X̄1
r |2
)1/2

.(39)

The first term may be estimated as follows,

|A1| ≤ 2Cb1
Lipα

h(r) + CNh1/4α1/2(r),

where αh(t) := E(X1,N,h
t − X̄1

t )2. So, one gets (t > s),

Nαh(t)−Nαh(s) ≤ −2c0

∫ t

s

Nαh(r) dr + C(N1/2 +Nh1/4)

∫ t

s

(αh(r))1/2 dr.

or

αh(t)− αh(s) ≤ −2c0

∫ t

s

αh(r) dr + C(N−1/2 + h1/4)

∫ t

s

(αh(r))1/2 dr. (40)

This implies

αh(t) ≤ C2

4(c0 − Cb1
Lip)

2

(
N−1/2 + h1/4

)2

(see, e.g., [24]).

B. The following statement follows directly from the bound (38), and it is
natural to formulate it here, although it will not be used in the sequel.
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Corollary 1 Under assumptions of the Theorem 3, for any finite number of
indices i1 < i2 . . . < ik,(

X i1,N,h
t , . . . , X ik,N,h

t

)
=⇒

(
X̄ i1
t , . . . , X̄

ik
t

)
, N, h−1 →∞, (41)

uniformly with respect to t ≥ 0, where the random variables in the right hand
side are independent.

C. We are going to show that the homogeneous Markov process X̂N,h
kh =

(X1,N,h
kh , . . . , XN,N,h

kh ) converges to an equilibrium measure µ̂N,h∞ in total vari-
ation as kh → ∞, with a polynomial rate or faster (depending on r < ∞
or r = ∞). This convergence is uniform in s < h and h ≤ 1 (see Proposi-
tion 1). Then the measure µ̂N,h∞ is stationary for the “big” Markov process
X̂N,h
kh , k = 0, 1, 2, . . . This implies a convergence for projections, too, namely,

‖µ1,N,h
kh − µ1,N,h

∞ ‖TV → 0 as k →∞.

Of course, the law of X̂N,h
kh+T tends in TV topology to some other limiting

measure which depends also on T . However, as T < h, the difference between
all these limits corresponding to different T ’s becomes negligible when h tends
to zero, just because sup|t−s|≤hE|X̂

N,h
t − X̂N,h

s |2 ≤ CNh.
We firstly show the ergodicity and mixing under an easier condition (31).

Due to the Proposition 1 and similarly to [24], it suffices to notice that the
mixing condition (see [23]) for the large (Markov diffusion) process X̂N ∈
R
dN ,

lim
|x̂N |→∞

〈x̂N , b̂N(x̂N)〉 = −∞, (42)

follows directly from (31).

D. Now we will show the same under assumption (32). The approach to
establishing uniform beta-mixing bounds as well as convergence rate to a
(unique) equilibrium measure in total variation for approximation schemes
consists of two estimates,

sup
h≤1

sup
t≥0

EX̂h
0
|X̂N,h

t |m1(t < τ) ≤ C(1 + |X̂N,h
0 |m),

and
sup
h≤1

EX̂0
τ k+1 ≤ C(1 + |X̂0|m),

with τ := inf(s : |X̂N,h
t | ≤ R), for R large enough, with the appropriate k.

Due to Proposition 2, one possible technical tool for establishing these
two bounds is the inequality

lim
|x̂|→∞

N∑
i=1

〈x̂i, b̂i(x̂)〉 |x̂i|m−2 = −∞. (43)

The latter follows from (32) exactly as in [24].
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