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Abstract

We axiomatize the theories of the exponential and the Weierstrass

differential equations and show that they can be obtained from amal-

gamation constructions in the style of Hrushovski.
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1 Introduction

In this paper we axiomatize the theories of the exponential and the Weier-
strass differential equations and show that they can be obtained from amalga-
mation constructions in the style of Hrushovski. More precisely, let 〈F ; +, ·, D〉
be a differentially closed field and define a binary predicate E(x, y) by Dy =
yDx. By the theory of the exponential equation we mean the theory of the
reduct 〈F ; +, ·, E〉, and similarly for Weierstrass equations.

Hrushovski originally produced his constructions in [6] as counterexam-
ples to Zilber’s trichotomy conjecture on strongly minimal sets. The impe-
tus behind the conjecture was the idea that strongly minimal sets might all
come from mainstream mathematical objects. The results presented here
show that it is possible to view some of these constructions as natural math-
ematical objects and not just as pathologies. Only the amalgamation part of
Hrushovski’s construction is involved here, not the collapse to finite Morley
Rank.

The amalgamation constructions make use of a predimension notion, and
the first indication that they might be related to other parts of mathematics
was the observation that this predimension also appears in Schanuel’s con-
jecture of transcendental number theory. If for complex numbers a1, . . . , an

we define

δ(a1, . . . , an) = td(a1, . . . , an, ea1 , . . . , ean) − ldimQ(a1, . . . , an)

then Schanuel’s conjecture states precisely that δ(a1, . . . , an) > 0.
In [1], James Ax proved a differential field version of Schanuel’s conjec-

ture (“Schanuel condition”). This theorem plays an important role in the
current work. Brownawell and Kubota extended this work to Weierstrass ℘-
functions in [2] and, using this result and a theorem of Seidenberg, I proved
a version for Weierstrass equations in arbitrary differential fields in [8]. Here
I give a different proof of this result, essentially adapting Brownawell and
Kubota’s proof rather than using Seidenberg’s theorem. The use of some
model theoretic ideas makes the resulting proof shorter than the original.

Section 2 of this paper gathers together background on differentials and
differential forms in differential algebra. Amongst other sources for this are
[1], [2], and David Pierce’s paper [12]. This section also includes some tech-
nical lemmas towards the proofs in the later sections.

The third section gives the universal theory of the reducts, including
the Schanuel conditions mentioned above. Section 4 does the amalgamation
construction to produce the complete first order theories. The ideas here were
refined after discussions with Assaf Hasson, and can be seen as an example
of the general procedure described in [5].
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The final section proves that the reducts of differentially closed fields
satisfy the existentially closed condition which completes the theory of the
amalgams. Cecily Crampin proved essentially this for the exponential equa-
tion, and it is to appear in her thesis. The current proof is adapted from
hers.

The presentation of this paper is not as clear as I would like. However, I
will not now improve it substantially until I have written up my DPhil, and
after some requests I have decided to make it available as it is.

Acknowledgements This is work carried out as part of my DPhil sup-
ported by the EPSRC and under the supervision of Boris Zilber. I thank
him for many useful discussions. I would also like to thank Rachel for inspi-
ration.

2 Differentials

2.1 Derivations and Kähler differentials

Let R be a ring and M an R-module. A derivation of R into M is a function

R
D

−→ M such that for every a, b ∈ R, D(a + b) = Da + Db and D(ab) =
aDb + bDa (the Leibniz rule).

An element a ∈ R is called a constant of D iff Da = 0, and the set of all
constants is denoted C, or CD if the derivation has to be specified. A well
known fact (see for example [4, section 16], which is a good reference for this
section) is that if R is a field of characteristic 0 then C is a subfield of R and
is algebraically closed in R.

From now on we assume all rings are entire (have no zero divisors) and
are of characteristic zero. We restrict attention to derivations which are
constant on a subfield C which by the above we may assume to be relatively
algebraically closed.

Given a ring R and a subfield C there is a universal derivation from R
which is constant on C constructed as follows. Let Ω(R/C) be the R-module
which is generated by the set of symbols {da | a ∈ R} subject to the relations
that d : R → Ω(R/C) is a derivation (is additive and satisfies the Leibniz
rule) and that da = 0 for each a ∈ C. So Ω(R/C) is given by the set of
terms of the form

∑n
i=1 aidbi for n ∈ N and ai, bi ∈ R, quotiented out by

the equivalence relation generated by the relations described. The R-module
structure and the map d are defined in the obvious way.

The universal property satisfied by d is the following. If R
D

−→ M is
any derivation of R constant on C then there is a unique R-linear map
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Ω(R/C)
D∗

−→ M such that the following diagram commutes.

R
d - Ω(R/C)

M

D∗

?

D

-

The map D∗ is given by setting D∗(da) = Da and extending R-linearly, and
the universality follows immediately from the construction.

The elements of Ω(R/C) are called the Kähler differentials of R/C or
just differentials.

Lemma 2.1. Suppose b1, . . . , bn ∈ R, f is a polynomial over C and f(b̄) = 0.
Then

∑n
i=1

∂f
∂xi

dbi = 0.

Proof. By induction on f using the Leibniz and addition rules.

Suppose that C ⊆ R ⊆ F with F and C fields (of characteristic 0) and
R a ring and consider the following diagram.

R
dR- Ω(R/C)

F

ι

?

∩

dF- Ω(F/C)

θ

?

................

The maps dR and dF are the universal derivations of R/C and F/C respec-
tively. The F -vector space Ω(F/C) is also an R-module and the map dF ◦ ι
is a derivation. The map θ is that arising from the universal property of dR,
and is given by θ(dRa) = dF a and R-linearity.

Proposition 2.2. The kernel of θ consists of the torsion elements of Ω(R/C).

Proof. Since F is a field, Ω(F/C) has no torsion, and so every torsion element
of Ω(R/C) must be in the kernel.

Now suppose that ω =
∑n

i=1 aidRbi ∈ Ω(R/C) and that θ(ω) =
∑n

i=1 aidF bi =
0.

By reordering, we may assume that b1, . . . , bm form a transcendence base
for C(b1, . . . , bn)/C, for some m 6 n. For i = m + 1, . . . , n let fi ∈
C[x1, . . . , xm, y] be a polynomial giving the algebraic dependence of bi on
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b1, . . . , bm. That is, fi(b1, . . . , bm, bi) = 0 and ∂fi

∂y
6= 0. These are polynomial

equations in R, so from lemma 2.1 we have ∂fi

∂xi
dRbi = −

∑m
j=1

∂fi

∂xj
dRbj for

each i. Thus
(

n
∏

i=m+1

∂fi

∂xi

)

ω =

m
∑

j=1

(

ai

(

n
∏

i=m+1

∂fi

∂xi

)

+

n
∑

k=m+1

ak
∂fk

∂xj

n
∏

i=m+1,i6=k

∂fi

∂xi

)

dRbj

and I’ll abbreviate the right hand side as
∑m

j=1 ejdRbj. Note that each ej ∈ R.
Applying θ, we have

(

n
∏

i=m+1

∂fi

∂xi

)

θ(ω) =
m
∑

j=1

eidF bj

but θ(ω) = 0 and thus
∑m

j=1 ejdF bj = 0. Since b1, . . . , bm are algebraically
independent over C, it follows that dF b1, . . . , dF bm are linearly independent
over F . Thus each ej = 0 and so

∑m
j=1 ω = 0 in Ω(R/C). Thus ω is a torsion

element of Ω(R/C).

In general Ω(R/C) may have torsion, but if R is a field then it is a
vector space so this can’t happen. Indeed lemma 1 of [2] shows that if R is
a valuation ring of F containing C, or more generally is a local ring, then
Ω(R/C) is torsion-free. Thus if R is a subfield of F or a valuation ring of F ,
the natural map Ω(R/C) −→ Ω(F/C) is an embedding of R-modules.

It is easy to see that the set of derivations from R to R over a subfield
C forms an R-module, which we write Der(R/C). The universal property
of d gives a natural isomorphism between Der(R/C) and the R-module of
R-linear maps Ω(R/C) −→ R. When R is a field, F , this module is the dual
vector space Ω(F/C)∗.

Any vector space over a field embeds naturally in its double dual, so
we may consider Ω(F/C) to be embedded in Der(F/C)∗. From this point of
view, the differential dx is the map which sends a derivation D to its value at
x, and other differentials are F -linear combinations of such maps. When the
transcendence degree of F/C is finite, the embedding is an isomorphism and
every linear map in Der(F/C)∗ is of this form, but when the transcendence
degree is infinite this is not true.

One advantage of thinking about differentials as elements of Der(F/C)∗

is that it gives a “coordinate free” representation of them. If we define
something for Der(F/C)∗ then we don’t have to check that it is well-defined
under a change of representation as

∑

aidbi.
The Schanuel conditions of this paper are relationships between transcen-

dence degree (algebraic dimension) and linear dimension. Differentials can
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be used as a tool for proving these because of the following well-known fact,
which can be found for example as Theorem 16.14 of [4] (although since the
map d is not injective, the precise statement there is incorrect).

Theorem 2.3. If td(F/C) is finite and B is a transcendence base of F over
C then {db | b ∈ B} is a basis for Ω(F/C) as an F -vector space. In particular
dim Ω(F/C) = td(F/C).

2.2 Extensions of differential fields

In order to prove existentially closed properties of solutions to differential
equations, we need to see what extensions a given differential field can have.
For this we need a more general notion of differential. This is basically the
idea described in [12] and independently of this was also used by Cecily
Crampin and Alex Wilkie.

Let 〈F0, D0〉 be a differential field of characteristic zero, which we assume
to be algebraically closed and with constant field C, and let F be a field
extension of F0. We want to consider the set of extensions of D0 to F , but
this isn’t a vector space so instead we consider a slightly larger set.

Define Der(F/D0) = {D ∈ Der(F/C) | ∃λ ∈ F (D �F0
= λD0)}. This is

an F -vector subspace of Der(F/C) and the set of actual extensions of D0 is
a codimension 1 affine subspace (assuming that F0 6= C).

If we choose one extension D1 of D0 to F , this gives a bijection between
the set of all extensions of D0 and Der(F/F0) given by D 7→ D − D1. From
this we see that dim Der(F/D0) = td(F/F0) + 1.

Lemma 2.4. The space Der(F/D0) is a Lie algebra over C (so with the
F -vector space structure is a Lie ring).

We assume for convenience that td(F/F0) is finite. Define Ω(F/D0) to be
the dual space of Der(F/D0). We can consider this as a quotient of Ω(F/C)
by the restriction map ω 7→ ω �Der(F/D0). From another point of view, this is
the map arising from the universal property of Ω(F/C). There is a derivation

F
dF/D0−→ Ω(F/D0) and the diagram

F
d- Ω(F/C)

Ω(F/D0)
?

d
F
/D

0 -

6



commutes. Where no ambiguity is likely to arise I will write the restriction
of ω just as ω, and dF/D0

as d.
Suppose that b1, . . . , bn is a transcendence base for F/F0, and let b0 ∈

F0rC. Then db0, . . . , dbn is a basis for Ω(F/D0). (If F0 = C then Ω(F/D0) =
Ω(F/C) and db1, . . . , dbn is a basis.)

Lemma 2.5. Ω(F/D0) ∼= Ω(F/F0) ⊕ 〈dx〉 as F -vector spaces, where x ∈
F0 r C.

Proof. There is a natural restriction map from Ω(F/D0) to Ω(F/F0) which
is surjective and has kernel 〈dx〉.

2.3 Kinds of differentials

The cohomological notions of exact and closed differential are standard, but
we give the definitions for completeness.

Definition 2.6. A differential ω ∈ Ω(F/C) is exact iff there is x ∈ F such
that ω = dx.

There is a natural map Ω(F/C) −→ Ω(2)(F/C), also denoted d, where
Ω(2)(F/C) is the space of alternating bilinear forms on Der(F/C). A differ-
ential ω is closed iff dω = 0.

The ideas surrounding valuation rings and their importance in this con-
text are sketched in detail, but with some proofs missing, in [7], which is
motivated in large part by [9] where the remaining proofs can be found.

Definition 2.7. Let F/C be a field extension and R a valuation ring of F/C.
A differential ω ∈ Ω(F/C) is said to be regular at R iff it is in Ω(R/C), consid-
ered as a sub R-module of Ω(F/C) via the canonical embedding. Otherwise
ω is said to be singular at R.

Definition 2.8. A differential ω is of the first kind (a dfk) iff it is regular
at every valuation ring of F/C. It is of the second kind (a dsk) iff for every
valuation ring R of F/C there is x ∈ F such that ω − dx ∈ Ω(R/C).

An exact differential is of the second kind but is not of the first kind
unless it is the zero differential.

Until now we have been looking at the algebraic objects differentials. We
also need to consider the geometric notion of differential forms which, roughly
speaking, are the assignment of a differential to each point on an algebraic
variety. More precisely, the algebraic notion of derivation corresponds to the
geometric notion of a tangent vector at a point of a variety. The dual notion
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of a differential corresponds to a cotangent vector. Thus a differential form
on a variety V is simply an element of the contangent bundle T ∗(V ). For a
more detailed explanation, see [13, p195].

The simplest differential form is the exact form dx on the variety F . This
has a pole at ∞ and is regular elsewhere. Another important differential
form is the logarithmic form λ on F or F ∗ which sends x to the logarithmic
differential dx

x
. This has poles at 0 and ∞, and indeed has residues there so

it is not of the second kind unless it is zero.
Let E be an elliptic curve given by

E = {(y, z) ∈ F 2 | z2 = f(y)}

for a given cubic f ∈ C[t]. The Weierstrass differential form associated with
E is the form w(y, z) = dy

z
. It is of the first kind, that is it has no poles on

E , and it is closed. In fact w spans the C-space of differential forms of the
first kind on E . See [10, p163] for details.

It is easy to see that the logarithmic differential form λ is a group homo-
morphism from the multiplicative group F ∗ to the additive group Ω(F/C).
Correspondingly, Proposition 2.1 of [8] shows that the Weierstrass differential
form w is a group homomorphism from the algebraic group E to the additive
group Ω(F/C). Furthermore, if E has complex multiplication by τ and is
thus a Z[τ ]-module then w is a homomorphism of Z[τ ]-modules.

The following relationship between differential forms and differentials will
be important.

Lemma 2.9. Suppose ω is a differential form of the first kind defined on a
variety V , that y is a generic point of V and that ω(y) = 0. Then ω is zero
on all of V .

Proof. Let z ∈ V . Then there is a specialization (field morphism) F
π

−→ F
fixing C such that π(y) = z. Let R be the associated valuation ring. ω(y) ∈
Ω(C(y)/C), and is a differential of the first kind with respect to this field
extension, since being a dfk is independent of the choice of field extension.
Suppose ω is given by x 7→

∑n
i=1 fi(x)dxi. Since ω(y) is a dfk it is regular

at R′ = R ∩ C(y), that is it has a representation as ω(y) =
∑m

i=1 aidbi with
each ai, bi ∈ R′. We can deduce that

∑n
i=1 fi(y)dyi =

∑m
i=1 aidbi from the

algebraic relations on y over C, so it follows that
∑n

i=1 π(fi(y))dπ(yi) =
∑m

i=1 π(ai)dπ(bi). Since the fi are rational functions over C we have that
π(fi(y)) = fi(π(y)) = fi(z), and thus ω(z) =

∑m
i=1 π(ai)dπ(bi). In particular,

it is a well defined differential in Ω(F/C). Now (π(a), π(b)) satisfies all the
equations over C that (a, b) does, so the same proof that

∑m
i=1 aidbi = 0

shows that ω(x) =
∑m

i=1 π(ai)dπ(bi) = 0.
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2.4 Lie Derivatives

If ∆ ⊆ Der(F/C) is a sub Lie ring (in particular, when ∆ = Der(F/D0))
then there is a Lie derivative

∆ × ∆∗ L
−→ ∆∗

given for D,D1 ∈ ∆ and ω ∈ ∆∗ by

LDω(D1) = D(ωD1) − ω[D,D1]

This can be thought of as a map ∆∗ LD−→ ∆∗ for each D ∈ ∆. Recall that
when ∆ = Der(F/D0), ∆∗ = Ω(F/D0).

When ∆ is finite dimensional, the image of the universal derivation F
d

−→
∆∗ spans ∆∗, and every differential can be written in the form

∑n
i=1 aidbi

for some ai, bi ∈ F . The form so represented will be the image under the
quotient map Ω(F/C) −→ Ω(F/C)/ Ann(∆) of the Kähler differential with
the same representation. In these terms the Lie derivative is given by

LD

n
∑

i=1

aidbi =
n
∑

i=1

Daidbi +
n
∑

i=1

aid(Dbi)

Lemma 2.10. Let ∆ be a sub Lie ring of Der(F/C), D ∈ ∆, ω ∈ ∆∗ and
a ∈ F . The Lie derivative has the following properties.

• LD is an additive function

• LD(aω) = aLDω + (Da)ω

• LD is CD-linear

• If ω is closed then LDω = d(ωD)

• LD(da) = d(Da)

Proof. These are straightforward calculations from the definitions, and are
done for example in [14].

2.5 Linear dependence results

If ∆ ⊆ Der(F/C), write C∆ = {x ∈ F | (∀D ∈ ∆)Dx = 0}, and write
Ann(∆) = {ω ∈ Ω(F/C) | (∀D ∈ ∆)ωD = 0}.

Lemma 2.11. If ∆ ⊆ Der(F/C) and x ∈ F then x ∈ C∆ iff dx ∈ Ann(∆).

9



Proof. x ∈ C∆ iff for all D ∈ ∆, Dx = 0 iff for all D ∈ ∆, (dx)D = 0 iff
dx ∈ Ann(∆).

If we take ∆ = Der(F/D0) for a field extension F of a differential field
〈F0, D0〉 with constants C then C∆ is the algebraic closure of C in F . Also
Ω(F/D0) ∼= Ω(F/C)/ Ann(Der(F/D0)).

We use the Lie derivative for the following result.

Lemma 2.12. Suppose ∆0 is a sub Lie ring of Der(F/C), that ∆ ⊆ ∆0,
and that η1, . . . , ηm ∈ Ω(F/C) are closed and lie in Ann(∆). Then the ηi are
linearly independent over F iff they are linearly independent over C∆.

Proof. One direction is immediate. For the other, suppose there are αi ∈ F
such that

∑n
i=1 αiωi = 0 and some αi 6= 0. We may choose the αi such that

the least possible number s of them is non-zero, and that some αi = 1. For
each D ∈ ∆ we get

0 = LD

n
∑

i=1

αiωi =
n
∑

i=1

(Dαi)ωi +
n
∑

i=1

αiLDωi

=
n
∑

i=1

(Dαi)ωi +
n
∑

i=1

αid(ωiD)

=
n
∑

i=1

(Dαi)ωi

since ωiD = 0 for each i, and using the prevous lemma on properties of the
Lie derivative. Some Dαi = 0 but then, by our minimal choice of αi, we
have that Dαi = 0 for every i, that is that every αi ∈ CD. This holds for
every D ∈ ∆, so every αi ∈

⋂

D∈∆ CD = C∆. So the ωi are C∆-linearly
dependent.

In particular, if dimF (η1, . . . , ηn) = n − 1, and for some ci ∈ F we have
∑

ciηi = 0 with one of the ci equal to 1 and all nonzero, then all of the ci lie
in C∆.

Lemma 2.13. Let 〈F,D〉 be a differential field with constants C, and let
E be a subfield of F properly containing C. (E is not necessarily a differ-
ential subfield.) Then Ann(D) ∩ Ω(E/C) is an E-subspace of Ω(E/C) of
codimension 1.
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Proof. It is easy to see that it is a subspace. For the codimension, we have
the diagram

F
d - Ω(F/C)

F

D∗

?

D

-

from the universality of d, and Ann(D) is the kernel of the linear map D∗.
The diagram restricts to

E
d - Ω(E/C) ⊗E F

F

D∗

?

D

-

where again D∗ is F -linear, with kernel

Ann(D) ∩ (Ω(F/C) ⊗E F ) = (Ann(D) ∩ Ω(E/C)) ⊗E F

Since E 6= C there is x ∈ E r C. Then D∗(dx) = Dx 6= 0, so D∗ is not the
zero map and thus has rank 1, and so its kernel has codimension 1. But

dimE(Ann(D) ∩ Ω(E/C)) = dimF (Ann(D) ∩ Ω(E/C)) ⊗E F

and so Ann(D) ∩ Ω(E/C) has codimension 1 in Ω(E/C), as claimed.

It is possible to consider fields with a family of r independent derivations.
In this case the result (and proof) generalize immediately to get that the
common annihilator of the derivations has codimension r.

Write K(E) for the field of fractions of the endomorphism ring of the
elliptic curve E . So K(E) is Q if E has no complex multiplication or Q(τ) for
some imaginary quadratic τ if E has complex multiplication by τ .

Lemma 2.14. The algebraic subgroups of En are given by equations of the
form

⊕n
i=1 miXi = O for mi ∈ K(E).

Proof. Algebraic subgroups are closed in the Zariski topology, so their com-
plex realizations must be closed in the complex topology. Thinking of E as
the quotient of the complex plane by a lattice, the result follows.
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We make use of the following general theorem which was the inspiration
for Zilber’s better known model theoretic version.

Theorem 2.15 (Indecomposability Theorem). Let G be an algebraic
group and V an irreducible subvariety of G, containing the identity. Then
the subgroup generated by V is algebraic.

Proof. See for example [11, p261].

James Ax proved the following by an argument using Puiseux series.

Proposition 2.16. Let y1, . . . , yn ∈ F ∗ and suppose that λ(y1), . . . , λ(yn)
are linearly dependent over C. Then they are linearly dependent over Q.

In analogy, we prove the following.

Proposition 2.17. Let Y1, . . . , Yn ∈ E and suppose that w(Y1), . . . , w(Yn)
are linearly dependent over C. Then they are linearly dependent over K(E).

Proof. Suppose Y1, . . . , Yn ∈ E are such that
∑n

i=1 ciw(Yi) = 0 for some
ci ∈ C, not all zero. Consider the differential form

η : En → Ω(F/C)

given by η(X1, . . . , Xn) =
∑n

i=1 ciw(Xi). Then the assumption is that Ȳ lies
in the kernel of η, which is a proper subgroup of En since η is a non-zero
group homomorphism.

Let V be the irreducible subvariety of En over C which has Ȳ as a generic
point. Then V contains some element P̄ ∈ EC

n, which is contained in the
kernel of η. Let Ȳ ′ = Ȳ 	 P̄ and V ′ be the irreducible subvariety of En over
C which has Ȳ ′ as a generic point. Then Ȳ ′ ∈ ker η and the identity O of En

lies in V ′. Also w(Y ′
i ) = w(Yi) for each i.

The form η is a C-linear combination of Weierstrass differentials. These
are of the first kind and the set of all differentials of the first kind is a C-
linear subspace of Ω(F/C), so η is a differential form of the first kind. Thus
its restriction to V ′ is also of the first kind. By assumption, η is zero at a
generic point of V ′, so by lemma 2.9, V ′ lies in the kernel of η.

Now V ′ is an algebraic subvariety of En containing the identity so, by
the Indecomposability Theorem, the subgroup H generated by V ′ is an alge-
braic subgroup. Since V ′ is contained in the proper subgroup ker η of En it
follows that H is also contained in ker η, and so H is a proper algebraic sub-
group of En. From the description of the algebraic subgroups of En given in
lemma 2.14 we see that there are m1, . . . ,mn ∈ K such that

⊕n
i=1 miYi = O.

Since η is a homomorphism this gives a K-linear dependence between the
w(Yi).
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3 The universal theory

3.1 Group structures

In this section as before, 〈F,D〉 is a differential field of characteristic 0, and
C is the constant subfield.

Consider the algebraic groups 〈F ; +〉, 〈F ∗; ·〉 and elliptic curves 〈E ;⊕〉
where the affine part of E is given by E = {(y, z) ∈ F 2 | z2 = f(y)} for a
cubic f with coefficients in C and distinct roots (in a splitting field, although
usually C and F will be algebraically closed).

We consider the exponential differential equation

Dy

y
= Dx

for x ∈ F and y ∈ F ∗, and the Weierstrass differential equation

Dy

z
= Dx

for x ∈ F and (y, z) ∈ E , for different elliptic curves E . This equation can
also be written just in terms of x and y as

(Dy)2

f(y)
= (Dx)2.

Let E ⊆ F × F ∗ be the solution set to the exponential equation and
W ⊆ F × E be the solution set to the Weierstrass equation for a given
elliptic curve E . The main aim of this project is to study the reducts of
differentially closed fields with the field structure and these relations but
without the derivation.

Theorem 3.1. E is a subgroup of F × F ∗ and W is a subgroup of F × E.
Where E has complex multiplication by τ , W is a sub Z[τ ]-module. The fibres
of the projections of E and W are cosets of the constant subgroups C of F ,
C∗ of F ∗ and EC of E.

Proof. By the comments in section 2.3, the differential forms

F × F ∗ ω
−→ Ω(F/C)

(x, y) 7−→ dx −
dy

y

and

F × E
ω

−→ Ω(F/C)

(x, (y, z)) 7−→ dx −
dy

z

13



are group homomorphisms. In the case of an elliptic curve with complex
multiplication the differential form is also a Z[τ ]-module homomorphism.
The sets E and W are the kernels of these hence are subgroups. The kernels
of the exact, logarithmic and Weierstrass differential forms are the constant
subgroups, hence the fibres of points are the cosets of these.

3.2 Schanuel conditions

The main result of James Ax’s paper [1] is the following.

Theorem 3.2 (Ax). Suppose n > 1 and xi, yi ∈ F such that yi 6= 0 and
(xi, yi) ∈ E for i = 1, . . . , n. Then

tdC(x1, . . . , xn, y1, . . . , yn) − dimQ(Dx1, . . . , Dxn) > 1

We prove the corresponding Schanuel condition for Weierstrass equations.

Theorem 3.3. Let E be an elliptic curve with associated cubic f , and let
n > 1. Suppose that x1, y1, . . . , xn, yn ∈ F such that f(yi) 6= 0 and (xi, yi) ∈
W for each i = 1, . . . , n. Then

tdC(x1, . . . , xn, y1, . . . , yn) − dimK(E)(Dx1, . . . , Dxn) > 1

Proof. Let L be the subfield (not necessarily differential subfield) C(x1, y1, . . . , xn, yn)
of F . It is enough to assume that td(L/C) < n + 1 and show that the Dxi

are linearly dependent over K(E).
For each i, there are two Yi ∈ E such that Yi = (yi, zi) for some zi. Choose

the one such that (w(Yi) − dxi)D = 0, and let ηi = w(Yi) − dxi. Then for
each i we have ηi ∈ Ann(D) ∩ Ω(L/C). Suppose td(L/C) < n + 1. Then by
lemma 2.13, dimL(Ann(D) ∩Ω(L/C)) < n. So η1, . . . , ηn must be L-linearly
dependent and thus F -linearly dependent. They are closed differentials and
so by lemma 2.12 they are C-linearly dependent. Say

n
∑

i=1

ciηi = 0

with the ci ∈ C, not all zero. Then

n
∑

i=1

ciw(Yi) =
n
∑

i=1

cidxi = d
n
∑

i=1

cixi

Each w(Yi) is of the first kind and differentials of the first kind form a C-
subspace, so the left hand side here is a differential of the first kind. The
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right hand side is exact, and an exact differential can only be of the first kind
if it is zero, so both sides are zero. So

∑n
i=1 ciwi = 0, that is the Weierstrass

differentials w(Yi) are linearly dependent over C. By proposition 2.17 they
are linearly dependent over K(E), so we may assume the ci ∈ K(E). Then
∑n

i=1 ciDxi = (
∑n

i=1 cidxi)D = 0, so the Dxi are K(E)-linearly dependent
as required.

Essentially the same proof also gives the following generalization.

Theorem 3.4. Let f1, . . . , fm ∈ C[t] be cubics with distinct roots such that
the corresponding elliptic curves are non-isogenous. For i = 1, . . . ,m, let Ki

be Q(τi) if the elliptic curve corresponding to fi has complex multiplication by
τi or Q otherwise, and let K0 = Q. For each i = 0, . . . ,m, let ni ∈ N, not all
zero, and xi1, yi1, . . . , xini

, yini
∈ F such that Dxi1, . . . , Dxini

are Ki-linearly
independent. Suppose for each i > 0 and each k = 1, . . . , ni that fi(yik) 6= 0
and

(Dyik)
2

fi(yik)
= (Dxik)

2

and that for each k = 1, . . . , n0 that y0k 6= 0 and that

Dy0k

y0k

= Dx0k.

Let L be the field generated over C by all the xik and yik.
Then tdC L >

∑m
i=0 ni + 1.

3.3 Uniformity and definability

It has been known and indeed used by Poizat, Wilkie and Zilber that the
statement of Ax’s theorem is first order in the language of differential fields,
that is it can be expressed as a collection of first order sentences in that
language. I show below that essentially the same argument gives this for the
language 〈+, ·, E〉 of the reduct. This is due to a certain uniformity in pa-
rameters property that strengthens the statement of the Schanuel condition.
I give the proof for the Weierstrass case, and the same proof works for the
exponential case.

The usual language of fields is equivalent to a relational language with
one symbol for each irreducible variety V defined over the prime subfield, Q.
A variety defined over the constant field C is just a fibre of a variety over
Q. Note that the constant field is definable in 〈F ; +, ·,W 〉, for example by
x ∈ C ⇐⇒ W (x,O). The field K(E) has an embedding into C (unique up
to complex conjugation) which gives rise to a norm on its cartesian powers.
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Theorem 3.5 (Uniform Schanuel condition). Let V (x, y, z) ⊆ F n ×
En × F k be an irreducible variety over Q, and p the projection onto the z
coordinates.

Then there is a finite set HV ⊆ Rn r {0̄} where R is the endomorphism
ring of E such that for all (a, b, c) ∈ V with (a, b) ∈ W n, c ∈ Ck, and
dim p−1(c) 6 n there is m ∈ HV such that

∑n
i=1 miai ∈ C and

⊕n
i=1 mi · bi ∈

EC.

Proof. We use a simple compactness argument. Let

A = {(a, b, c) ∈ V | (a, b) ∈ W n, c ∈ Ck, and dim p−1(c) 6 n}.

Then A is definable, the dimension part by the theorem on dimension of
fibres (see [13, p76]). For N ∈ N, let

ϕN(x, y, z) ≡ [(x, y, z) ∈ A ∧ ¬
∨

m∈Rn

0<‖m‖6N

n
∑

i−1

mixi ∈ C.

This is a first order formula since the disjunction is finite. Suppose there is
no HV with the properties required for the theorem. Then the type {ϕN |
N ∈ N} is finitely satisfiable and hence, by compactness, is satisfied in some
differential field. But this contradicts the Schanuel condition.

For definiteness we take HV to be the set of those vectors from Rn which
actually arise. We don’t extract any information about the size or nature of
HV from the proof, although some effectivity is probably possible.

Now for each V the sentence

θV ≡ ∀xyz[(x, y, z) ∈ A →
∨

m∈HV

n
∑

i=1

miai ∈ C

is first order in the language 〈+, ·,W 〉 and the set of θV over varieties V in
the relational language expresses the uniform Schanuel condition.

4 Amalgamation and axiomatization

We produce a structure by amalgamation intended to have the same theory as
the reduct of a differentially closed field, and give a complete axiomatization
of its theory.

Take a language L = 〈+, ·, (−)−1, 0, 1, g2, g3,W,C〉 where (−)−1 is a func-
tion giving field inverse (with the convention that 0−1 = 0), C is a unary
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relation symbol and W is a ternary relation symbol, a subset of F ×E where
E is the elliptic curve related to g2 and g3. Having the inverse means that
structures will be fields, not rings. This is convenient but not important.

Let T0 be the L-theory given for a structure F as follows.

(Field) F is a field of characteristic zero.

(C) C is a relatively algebraically closed subfield.

(E) We fix constants g2 and g3 in C.

(W) – W is a subgroup (or sub Z[τ ]-module) of F × E .

– If W (x0, Y0) then W (x, Y0) ⇐⇒ x − x0 ∈ C.

– If W (x0, Y0) then W (x0, Y ) ⇐⇒ Y 	 Y0 ∈ EC .

(SC) For each variety V over Q, the sentence θV expressing the uniform
Schanuel condition for V in the language L.

If E has complex multiplication by τ then we add τ to the language
as a constant, as it is convenient to have the complex multiplication field
K = K(E) in each model of T0.

For a model F of T0, let F̂ be the projection of W onto the first coordinate
(the additive group). In other words, F̂ = {x ∈ F | ∃Y ∈ EF [W (x, Y )]}. F̂
is always a K-vector space containing C. Let the group rank of W in the
model F , grkC F be defined as the K-linear dimension of F̂ modulo C, that
is the size of a minimal subset B of F̂ such that every element of F̂ can be
written as a finite sum of the form

∑

mibi + c with mi ∈ K, bi ∈ B and
c ∈ C.

If F is a model of T0 such that td(F/C) is finite then we can define a
predimension function

δ(F ) = tdC F − grkC F.

This is finite and non-negative by the Schanuel condition, and is zero precisely
when F = C.

We define an L-embedding F1
⊂ - F2 to be strong iff for every finitely

generated substructure X of F2 we have δ(X ∩ F1) 6 δ(X). Write F1 C F2

for a strong embedding. Let K0 be the category of finitely generated models
of T0 and strong embeddings.

The category K0 has the hereditary property (if F2 ∈ K0 and F1 is a strong
substructure of F2 then the embedding F1 C F2 is in K0). We want to show
that K0 also has the joint embedding property (JEP) and the amalgamation
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property (AP). The field K(g2, g3) is a model of T0 and strongly embeds into
every model of T0, so the JEP is a special case of the AP.

We will show below that the category K0 has the amalgamation prop-
erty. Assuming this for now, by the Fraissé amalgamation theorem (see
for example [3]) there is a unique countable L-structure, M , such that the
strong substructures are exactly the countable models of T0 and whenever
F1, F2 C M are isomorphic and finitely generated then the isomorphism ex-
tends to an automorphism of M . This says that M is ℵ0-homogeneous for
strong substructures, or that it is K0-saturated or K0-existentially closed.
(“All possible finite strong extensions happen inside M .”)

The theory T0 is universal so every substructure of a model of T0 is also
a model of T0, in particular every substructure (not necessarily strong) of M
is a model of T0.

4.1 Axiomatization

Our aim now is to find axioms which, together with T0, give the complete
theory of M . We would like an axiom scheme expressing the K0-existential
closedness.

• If F1 Cf.g. M and F2 is a finitely generated model of T0, with F1 C F2

in K0 then there is a copy of F2 in M such that F1 C F2 inside M .

One way of looking at this is that the Schanuel condition (hereditary posi-
tivity of the relative predimension function) gives a sufficient condition (as
well as a necessary one) for a system of equations to have solutions.

There are three problems with this. Firstly, it is not possible to tell with
a finite number of formulas whether or not a substructure F ⊆ M is strong
in M . Because of this, our axiom scheme must say something stronger –
the assumption that F1 C M must be relaxed to F1 ⊆ M . Fortunately this
stronger condition does hold in M as we will show.

Any strong extension F1 C F2 can be split into two parts, the first just
extending the subfield C and the second keeping C fixed. Existential closed-
ness for extensions of C corresponds to saying that C is algebraically closed
and of infinite transcendence degree. The latter part we ignore because it is
not first order and because it doesn’t hold in all the reducts of a differentially
closed field in which we are interested. From the general existential closed-
ness condition it follows that the whole field M will be algebraically closed,
and T0 says that C is relatively algebraically closed, so to capture the rest of
existential closedness under extensions of C we take the usual axiom scheme
expressing the following.
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(EC1) M is an algebraically closed field

For extensions which keep C fixed we start by considering the strong
existential closedness axiom scheme.

(SEC) If F1 ⊆f.g. M , F2 is a finitely generated model of T0 with F1 CF2 in K0

and containing no new constants then there is a copy of F2 in M such
that F1 C F2 inside M .

The word “strong” here refers both to the notion of strong embeddings and
also to the fact that this axiom is stronger than the existential closedness
axiom scheme (EC) which we will give soon.

The second problem we must address is that to express this axiom in a first
order way we have to replace finitely generated structures with generating
sets for them. We give a normal form for a generating set.

Take F1 ⊆f.g. M generated by a finite tuple a. Some of the coordinates
of a are in C, some are in a projection of W ∩ F1

3 and some are in neither,
so we may write a as (a1, a2, a3) where a1 ∈ Ct, a2 ∈ W n and a3 ∈ F1

s, and
W is generated by a2, under the rules specified by the theory T0. Recall that
R is the endomorphism ring of E , with field of fractions K. The group W is
an R-module, and the quotient W/C is a K-vector space, the dimension of
which is grkC F . By removing some coordinates of a2 we may assume that
the remainder are K-linearly independent in the group W over WC . The
part of T0 which specifies the fibres of W ensures that F1 is still well-defined
by this reduced set of generators. A generating set of this form (a1, a2, a3) is
said to be in normal form.

Suppose F1 C F2 with no extra constants, that (a1, a2, a3) is a generating
set for F1 in normal form, and b is a generating set for F2 over F1. There
are no extra constants, so there is no need for a b1 part of the normal form
of b. Since W projects surjectively onto the field M in all three coordinates,
we may extend b so that every coordinate is part of some triple in W . Thus
we may also do away with the b3 part of b. This may have the effect of
extending F2, but this is no problem. Thus we say that the normal form of
a generating set for an extension F2 over F1 is a tuple b ∈ Wm which is K-
linearly independent over C and over a2. This says simply that (a1, a2b, a3)
is a generating set in normal form.

For a tuple a in normal form, let V = loc(a), the algebraic locus of a over
Q, and let Ṽ be given as follows.

Ṽ = {(x1, x2, x3) ∈ V | x1 ∈ Ct, x2 ∈ W n, dim Vx1x3
= dim Va1a3

, and grkC(x2) = n}

Note that this is first-order definable, the dimension of the variety by the
fibre condition of algebraic geometry and the linear independence of x2 by
the argument giving the uniformity of the Schanuel condition.
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Let U = loc(ab), the algebraic locus of ab over Q, and define

Ũ = {(x, y) ∈ U | (x) ∈ Ṽ , y ∈ Wm, dim Ux = dim Ua, and grkC(x2y) = n+m}

which again is first order definable. If (x, y) ∈ Ũ , the predimension δ(x, y) =
tdC(x2, x3, y) − (n + m). Thus genericity in the sense of the predimension
coincides with algebraic genericity. By assumption, (a, b) is generic in Ũ , and
b is generic in Ũa over the field C together with the parameters a.

Thus (SEC) can be restated as the following.

• For each strong extension F1 C F2 in K0, with generators in normal
form and with Ṽ and Ũ as defined above,

∀x∃y
[

x ∈ Ṽ → (y is generic in Ũx over C(x))
]

.

The third and final problem with giving an axiomatization is that this is
still not a first order statement, because we cannot insist that y is generic
in a first order way. Instead we must give all first order approximations to
this. If the predimension of F2 is equal to that of F1 this does not matter,
because the Schanuel condition ensures that y must be generic. However,
the first order theory of M does not imply that the dimension of a model
(in the sense of the pregeometry arising from the predimension) is infinite,
or indeed that it is greater than 1.

To approximate this in a first order way, we say that for each proper
subvariety U ′ of Ux, there is a y satisfying the conditions but not living in
U ′. The existential closedness axiom scheme is as follows.

(EC2) For each strong extension F1 C F2 in K0, with generators in normal
form and with Ṽ and Ũ as defined above, for each proper subvariety
U ′ of pr U definable without parameters,

∀x∃y
[

x ∈ Ṽ → (y ∈ Ũx r U ′)
]

.

Take (EC) = (EC1) + (EC2), and TW = T0 + (EC). We must show that
M |= TW and that TW is complete.

It is easy to see that (EC1) holds in the amalgam M . We prove that
(SEC) holds in M . Suppose that a is a tuple such that M |= Ṽ (a), and let
A = 〈a〉. (SEC) says that we can find a tuple b in M which is generic in
Ũa over C(a). This is equivalent to finding a strong extension B of A inside
M , corresponding to a generating set b, and it does not matter than a may
not be a generic point of Ṽ since B will still be a strong extension of A. If

20



A C M , the existence of the strong extension B follows from the fact that
M is K0-homogeneous and K0-universal. We have to show that the same
holds even if A is not strong in B. For this, let Ā be a hull of A, that is
A ⊆ Ā ⊆f.g. M with δ(Ā) = d(A). (We can also ask for Ā to be minimal
such, but it is not necessary to prove that such a minimal hull exists so we
don’t do that here.) In other words, Ā is a finitely generated extension of A
in M which is strong in M . We now have the situation where A embeds in
Ā and B, strongly in B but not in Ā, and we want to find an amalgamation
of this.

Proposition 4.1. The class K0 of finitely generated models of T0 has the
asymmetric amalgamation property (AAP). That is, any diagram of the form

Y1

X
∪

6

C Y2

can be completed to a commuting diagram

Y1 C Z

X
∪

6

C Y2

∪

6

in the class K0. In particular, the category K0 has the AP.

Assuming this proposition, take Z to be an amalgam of Ā and B. Then
by the K0-saturatedness of M , there is a copy of Z extending Ā in M . This
Z contains a copy of B which is a strong extension of A in M , and so M
satisfies (SEC) as required.

Proof of Proposition 4.1. As before, we may assume that the constant field
C remains the same in all extensions. Take X ′ to be the algebraic closure
of X as a field, with the group W on X ′ generated by its restriction to X
according to the rules specified in the theory T0. Similarly define Y ′

1 and
Y ′

2 . The embeddings X ↪→ Y1 and X C Y2 extend to X ′ ↪→ Y ′
1 and X ′ C Y ′

2 ,
uniquely up to isomorphism. As a field, define Z ′ to be the algebraically
closed “free amalgam” of the underlying fields Y ′

1 and Y ′
2 over X ′. That is, if

Yi has transcendence base Bi over X then the transcendence base of Z ′ over
X ′ is the disjoint union B1 t B2, and we choose embeddings of Y ′

1 and Y ′
2

into Z ′ extending the embeddings X ′ ↪→ Z ′ and Bi ↪→ Z ′.
Since we are assuming the constant field C is contained in X ′, this is

well defined in Z ′. We take W in Z ′ to be generated by the images of W
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in Y ′
1 and Y ′

2 . Finally take Z to be the substructure of Z ′ which is (finitely)
generated by the images of Y1 and Y2. This satisfies all the conditions of
being an amalgam except possibly that Y1 C Z. First note that

tdC(Z) = td(Y1/X)+td(Y2/X)+td(X/C) = td(Y1/C)+td(Y2/C)−td(X/C)

and similarly grkC Z = grkC Y1 + grkC Y2 − grkC X, so we have

δ(Z) = δ(Y1) + δ(Y2) − δ(X)

and thus δ(Z) − δ(Z ∩ Y1) = δ(Z) − δ(Y1) = δ(Y2) − δ(X) > 0. The same
equality holds taking the intersection of the diagram with any substructure
of Z, so the fact that X C Y2 forces Y1 C Z as required.

To show that TW is complete, we prove that it is near model complete,
that is, it has quantifier elimination to the level of existential formulas and
their negations (which are universal formulas). This is also a useful fact in
its own right.

Proposition 4.2. TW is near model complete and complete.

Proof. Write etp(a) for the set of existential formulas or their negations sat-
isfied by a. Suppose M , M ′ are ω-saturated models of TW , and a, a′ are
tuples from M,M ′ respectively such that etp(a) = etp(a′). Let b ∈ M . We
want to find b′ ∈ M ′ such that etp(ab) = etp(a′b′). By the standard back
and forth argument, this will show that tp(a) = tp(a′), and so TW is near
model complete. We allow the tuples a, a′ to be empty, so this also shows
that tp(∅) is the same in M and M ′, that is that Th(M) = Th(M ′), and so
TW is complete.

We prove this in three steps.

Step 1 If a, a′ have the same etp then they have isomorphic hulls.
Take A = 〈a〉. We may assume that a is in the normal form of a generating

set. Suppose that Ā is a hull of A in M , and V is the locus of a generating
set in normal form of Ā over A. Then etp(a) contains the formulas ∃yṼ (y)
and ¬∃y(Ṽ (y) ∧ V ′(y)) for each proper subvariety V ′ of V , defined over the
parameters a. Any realisation of Ṽ in M ′ will give an isomorphic copy of Ā
containing a′ in M ′.

Take isomorphic hulls Ā of A = 〈a〉 and Ā′ of A′ = 〈a′〉. Note that ĀCM
and Ā′ C M ′.
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Step 2 If A Cf.g. M , A′ Cf.g. M
′ and A ∼= A′ then the isomorphism can be

extended to any b ∈ M .
Take B to be a hull of Ab in M , and b̄ a generating set for B over A,

in normal form. Since A C M it follows that A C B. The structure M ′ is
ω-saturated and satisfies (EC) so it satisfies (SEC), and hence there is b̄′ in
M ′ generating B′ isomorphic over A′ to B over A. This isomorphism restricts
to Ab ∼= A′b′ for some b′ (which may not be one of the generators in b̄′).

Step 3 If A C M , A′ C M ′ and A ∼= A′ then etp(A) = etp(A′).
A ∼= A′ is the same as equality of the quantifier-free types, qftp(A) =

qftp(A′). The etp of A also contains information about what finitely gener-
ated extensions of A exist in M , and this determines etp(A). Since A C M
the only extensions of A which exist in M are strong extensions. By (SEC),
all finitely generated strong extensions do exist. The same holds for A′, and
so etp(A) = etp(A′).

Continuing from step 2, we deduce that etp(ab) = etp(a′b′), and so TW is
near model complete and complete as required.

We may define TE and TEW for the exponential equation and for both
equations in a precisely analogous way, and the results and proofs go through
essentially unchanged.

5 The existentially closed condition

We show that the reducts of differentially closed fields in question satisfy the
existential closedness condition (EC). The theory T0 was chosen specifically
as the universal theory of these reducts, so this will show that the theory of
the reducts is TW .

To show (EC), we use the differential nullstellensatz which says that if
a finite system of differential equations and inequations over a differentially
closed field F has a solution in some extension of F then it has a solution
already inside F . We also use the characterization of differential field exten-
sions in terms of differential forms.

Any differentially closed field F is algebraically closed, so (EC1) holds. It
remains to show (EC2). That is, if F1 C F2 is a strong extension in K0 with
generators in normal form with locuses V and U , U ′ is a proper subvariety
of pr U , and a is a tuple in F satisfying Ṽ then there is a tuple b in F such
that (a, b) ∈ Ũ and b /∈ U ′. By the differential nullstellensatz it is enough
to find b in some extension of F . F1 can be subsumed into F as a set of
parameters. Take F2 to have generators b over F , where b ∈ W n and is free

23



in this group over F . Let Ua = loc(b)/F , the algebraic locus of b over F ,
which has parameters a from the subfield F1 of F . Take

Ũa = {y ∈ Ua | y ∈ W n and is free over F}.

This is definable in the language 〈+, ·,W, 0, 1〉 as explained before. We prove
that in some differential field extension of F there is b ∈ Ũa, generic over F .

Note that although this appears to prove (SEC) not just (EC), when we
use the differential nullstellensatz to pull this solution back into F we only
retain the first order part of the existential closedness condition.

The assumptions on F2 are that it satisfies T0, that it is a strong extension
of F and that the chosen generating set is independent in W over F . In terms
of the variety Ũa, this means that a point y of Ũa, generic over F , does not
satisfy any equation of the form

⊕n
i=1 miyi ∈ F with mi ∈ R and that for

any matrix M ∈ Matr×n(R),

tdC(My) − grkC(My) > 1.

In Boris Zilber’s terminology, these two conditions are called respectively
freeness over F and normality of the variety Ũa.

We change notation slightly to match the earlier section on Schanuel
conditions. The subvariety Ua ⊆ (F ×E)n becomes V , and a generic point of
V is written (a, b) where a ∈ F n and b ∈ En. The differentially closed field is
now F0, and the extension F C F2 becomes F0 C F . The result we now need,
stated in terms of differentials, is as follows.

Proposition 5.1. If V is free and normal over F0, (a, b) is generic in V
over F0 and F = F0(a, b) then there is a derivation D on F which extends the
original derivation D0 on F0 with no new constants and such that w(bi)D =
daiD for each i = 1, . . . , n.

In order to prove this we use the following two lemmas which are es-
sentially the same as lemma 3.1 of [15]. For x, y ∈ F n, write x · y for the
dot product

∑n
i=1 xiyi. For any y ∈ F n, write Hy for the affine hyperplane

{x ∈ F n | x · y = 1}. It is easy to see that if every coordinate of y is nonzero

and F n p
−→ Fm is any coordinate projection with m < n then the image of

Hy under p is all of Fm. The following lemma generalises this observation.

Lemma 5.2. Let F be an algebraically closed field of infinite transcendence
degree over a set b of parameters, possibly infinite. Let V ⊆ F n be any irre-
ducible variety defined over b and let d = dim V . Let c ∈ F n be algebraically
independent over b, and let V ′ be an irreducible component of V ∩Hc. Let a
be generic in V ′ over bc. Suppose that e ∈ Fm for some m with e ∈ acl(ba)
but a /∈ acl(be).

Then td(e/bc) = td(e/b), that is e is free from c over b.
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Proof. By the independence of c over b, V is not contained in Hc. Thus
dim V ′ < dim V , and so dim V ′ = d − 1. Thus td(a/bc) = d − 1, and
td(a/b) = d since a is necessarily generic in V over b.

Let U = loc(c/be) be the irreducible variety over be with generic point c.
Suppose for a contradiction that td(e/bc) < td(e/b). Then e is not free from
c over b, and so dim U < |c| = n. But dim U = td(c/be) > td(c/ba) = n − 1,
so dim U = n − 1.

Now c ∈ Ha ∩ U , and dim Ha = n − 1, so by the genericity of c in U we
see that U = Ha. Thus Ha is defined over be, and so (∀y ∈ Ha)[y · x = 1] is
expressible as a formula with parameters be. This formula defines a uniquely,
and so a ∈ acl(be), which contradicts the assumption.

We apply this to reduce the dimension of a free and normal variety with-
out losing freeness and normality.

Lemma 5.3. If (ā, b̄) is free and normal over A1 and td(ā, b̄/A1) > n then
there is A2 extending A1 such that td(ā, b̄/A2) = n and (ā, b̄) is free and
normal over A2.

Proof. This is an immediate application of the previous lemma using the
definitions of freeness and normality.

Proof of Proposition 5.1. We assume that tdF0
(a, b) = n, using lemma 5.3.

For i = 1, . . . , n let ωi = w(bi) − dai. Let H be the subspace 〈ω1, . . . , ωn〉 of
Ω(F/C), and ∆ = kerH ⊆ Der(F/C).

Step 1 Suppose x ∈ C∆. Then dx ∈ H so there are c1, . . . , cn ∈ F such
that dx =

∑n
i=1 ciωi.

Choose a K-basis γ1, . . . , γr for c1, . . . , cn, such that there are mij ∈ R
with ci =

∑r
j=1 mijγj. Here R is the ring of endomorphisms of E and K is

its field of fractions. Let

αj =
n
∑

i=1

mijaj , βj =
n
⊕

i=1

mijbi, ηj = w(βj) − dαj

for each j. Then ηj =
∑n

i=1 mijωj and dx =
∑r

j=1 γjηj .
Let ∆′ = ker(η1, . . . , ηr), a superspace of ∆ in Der(F/C). If D ∈ ∆′

then dx(D) =
∑r

j=1 γjηjD = 0, so dx ∈ Ann(∆′) and x ∈ C∆′. By freeness
of V over F0, and nondegeneracy of the matrix (mij), the ηj are K-linearly
independent. Thus by proposition 2.17 they are linearly independent over
C∆′ and by 2.12 they are linearly independent over F . Now applying 2.12 to
dx, η1, . . . , ηr we see that each γi ∈ C∆′.
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Expanding out the ηj, we get

dx +
r
∑

j=1

γjdαj =
r
∑

j=1

γjw(βj)

Applying the canonical map Ω(F/C) → Ω(F/C∆′) we get that

dF/C
∆′

x +
r
∑

j=1

γjdF/C
∆′

αj =
r
∑

j=1

γjwF/C
∆′

(βj)

and, since the γj ∈ C∆′, the left hand side is exact and the right hand side is
a C∆′-linear combination of Weierstrass differentials, so is of the first kind.
Thus both sides are zero. In particular,

∑r
j=1 γjwF/C

∆′
(βj) = 0.

By renumbering, we may suppose that the j for which wF/C
∆′

(βj) 6= 0
are 1, . . . , s.

Then wF/C
∆′

(β1), . . . , wF/C
∆′

(βs) are Weierstrass differentials which are
linearly dependent over C∆′, so by proposition 2.17 we may assume these
γj ∈ K. But the γj were taken to be linearly independent over K, so we
must have s = 0, that is each βj ∈ C∆′. Then also each αj ∈ C∆′ by the
definition of ∆′.

Now td(C∆′/C) = dim Ann(∆′) 6 r, so tdC(ᾱ, β̄) 6 r and thus by the
normality of (ā, b̄) we deduce that r = 0. Then each ci = 0, so dx = 0 and
x ∈ C. This shows that C∆ = C as required. Since each ci = 0 this also
shows that the ωi are linearly independent over F .

Step 2 We now show that they are even F -linearly independent modulo
Ω(F0/C) ⊗F0

F . Suppose that for some γi ∈ F and η ∈ Ω(F0/C) we have
∑n

i=1 γiωi = γ0η. Apply the canonical map Ω(F/C) −→ Ω(F/F0). The
kernel of this map contains Ω(F0/C) ⊗F0

F , so we get
∑

γiω̄i = 0. Now
ω̄i = wF/F0

bi−dF/F0
ai, and so the argument of step 1 shows that the γi ∈ K.

Let a0 =
∑

γiai and b0 =
⊕

γi · bi. Then γ0η =
∑

γiωi = wb0 − da0. By
freeness, either γ1, . . . , γn are all zero or at least one of a0, b0 does not lie in
F0. Then applying the canonical map into Ω(F/F0) we have η̄ = 0 and thus
da0 = wb0 which is impossible when neither is in F0. Thus each γi is zero
and γ0η = 0 as required.

Step 3 Consider the canonical map Ω(F/C) −→ Ω(F/D0). Step 2 says
that the images ω̄i are F -linearly independent in Ω(F/D0). Now dim Ω(F/D0) =
td(F/F0) + 1 = n + 1. Also dim ∆ = dim Ω(F/D0) − dim〈ω̄1, . . . , ω̄n〉 = 1.
Take D to be the unique D ∈ ∆ such that D �F0

= D0. Then CD = C∆ since
D spans ∆, and we have already shown that C∆ = C. Thus there are no
new constants, and this completes the proof.
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