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Abstract. We derive integral and sup- estimates for the curvature of
stably marginally outer trapped surfaces in a sliced space-time. The es-
timates bound the shear of a marginally outer trapped surface in terms
of the intrinsic and extrinsic curvature of a slice containing the surface.
These estimates are well adapted to situations of physical insterest, such
as dynamical horizons.

1 Introduction

The celebrated regularity result for stable minimal surfaces, due to Schoen, Si-
mon, and Yau [SSY75], gives a bound on the second fundamental form in terms
of ambient curvature and area of the surface. The proof of the main result of
[SSY75] makes use of the Simons formula [Sim68] for the Laplacian of the second
fundamental form, together with the fact that the second variation of the area
functional is an elliptic operator. In this paper we will prove a generalization of
the regularity result of Schoen, Simon, and Yau to the natural analogue of stable
minimal surfaces in the context of Lorentz geometry, stable marginally trapped
surfaces.

Let X be a spacelike surface of codimension two in a 3+1 dimensional Lorentz
manifold L and let {* be the two independent future directed null sections of the
normal bundle of 3, with corresponding mean curvatures, or null expansions, 6.
Y is called trapped if the future directed null rays starting at > converge, i.e.
6% < 0. If L contains a trapped surface and satisfies certain causal conditions,
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then if in addition the null energy condition is satisfies, L is future causally
incomplete [Pen65] Let {T be the outgoing null normal. If L is an asymptotically
flat spacetime this notion is well defined, otherwise the outgoing direction can be
fixed by convention. We call ¥ a marginally outer trapped surface (MOTS) if the
outgoing lightrays are marginally converging, i.e. if 7 = 0. If X is contained in
a time symmetric Cauchy surface, then 67 = 0 if and only if ¥ is minimal.

Marginally trapped surfaces are of central importance in general relativity,
where they play the role of apparent horizons, or quasilocal black hole bound-
aries. The conjectured Penrose inequality, proved in the Riemannian case by
Huisken and Ilmanen [HIO1] and Bray [Bra0l], may be formulated as an inequal-
ity relating the area of the outermost apparent horizon and the ADM mass. The
technique of excising the interior of black holes using apparent horizons as exci-
sion boundaries plays a crucial role in current work in numerical relativity, where
much of the focus is on modelling binary black hole collisions. In spite of the
importance of marginally trapped surfaces in the geometry of spacetimes, the
extent of our knowledge of the regularity and existence of these objects is rather
limited compared to the situation for minimal surfaces.

A smooth marginally outer trapped surface is stationary with respect to vari-
ations of area within its outgoing null cone, in view of the formula

5fz+M2 = f9+,uz
where f is a function on Y. The second variation of area in the direction [ is
o0 = —(IXTPP + G IN) f

where G denotes the Einstein tensor of L, and x ™ is the second fundamental form
of ¥ with respect to {*. This shows that in contrast with minimal surfaces in
a Riemannian manifold, or maximal hypersurfaces in a Lorentz manifold, where
the second variation operator is an elliptic operator of second order, the second
variation operator for area of a MOTS, with respect to variations in the null
direction [T, is an operator of order zero. Therefore, although MOTS can be
characterized as stationary points of area, this point of view alone is not sufficient
to yield a useful regularity result. In spite of this, as we will see below, there is
a natural generalization of the stability condition for minimal surfaces, as well
as the regularity result of Schoen, Simon, and Yau, to marginally outer trapped
surfaces.

It is worth remarking at this point that if we consider variations of area of
spacelike hypersurfaces in a Lorentz manifolds, the stationary points are maximal
surfaces. Maximal surfaces satisfy a quasilinear non-uniformly elliptic equation
closely related to the minimal surface equation. However, due to the fact that
maximal hypersurfaces are spacelike, they are Lipschitz submanifolds. Moreover,
in a spacetime satisfying the timelike convergence condition, every maximal sur-
face is stable. Hence, the regularity theory for maximal surfaces is of a different
flavor than the regularity theory for minimal surfaces, cf. [Bar84].



Assume that L is provided with a reference foliation consisting of spacelike
hypersurfaces {M,;}, and that ¥ is contained in one of the leaves M of this fo-
liation. Let (g, K) be the induced metric and the second fundamental form of
M with respect to the future directed timelike normal n. Further, let v be the
outward pointing normal of ¥ in M and let A be the second fundamental form of
¥ with respect to v. After possibly changing normalization, [* = n £ v, we have

0t = H+trg K

where H = tr A is the mean curvature of 3J and try, K is the trace of the projection
of K to X. Thus the condition for ¥ to be a MOTS, 67 = 0, is a prescribed mean
curvature equation.

The condition that plays the role of stability for MOTS is the stably locally
outermost condition, see [AMS05, New87]. Suppose X is contained in a spatial
hypersurface M. Then ¥ is stably locally outermost in M if there is an outward
deformation of X, within M which does not decrease §*. This condition, which
is equivalent to the condition that ¥ is stable in case M is time symmetric, turns
out to be sufficient to apply the technique of [SSY75] to prove a bound on the
second fundamental form A of ¥ in M.

The techniques of [SSY75] were first applied in the context of general relativity
by Schoen and Yau [SY81], where existence and regularity for Jang’s equation
were proved. Jang’s equation is an equation for a graph in N = M x R, and is of
a form closely related to the equation 67 = 0. Let u be a function on M, and let
K be the pull-back to N of K along the projection N — M. Jang’s equation is
the equation

g” (—DiDju + I_(ij) =0
1+ |Dul?
D;uDju
1+|Dul?
induced metric on the graph of u. Thus Jang’s equation can be written as § = 0
with
0=H+ trs K ,
where H is the mean curvature of ¥ in N. This shows that Jang’s equation § = 0
is a close analog to the equation 6§+ = 0 characterizing a MOTS. Solutions to
Jang’s equation satisfy a stability condition closely related to the stably locally
outermost condition stated above, due to the fact that Jang’s equation is trans-
lation invariant in the sense that if u solves Jang’s equation, then also u + ¢ is a
solution where c is a constant.

where g = g9 — is the induced metric on the graph ¥ of w in N. is the

Statement of Results

The stability condition for MOTS which replaces the stability condition for min-
imal surfaces and which allows one to apply the technique of [SSY75] is the
following.



Definition 1.1. ¥ is stably outermost if there is a function f >0 on X, f # 0
somewhere, such that §7,07 > 0.

This is analogous to the stability condition for a minimal surface N C M.
The condition that there exist a function f on N, f > 0, f # 0 somewhere, such
that 07, > 0 is equivalent to the condition that IV is stable.

The main result of this paper is the following theorem, cf. theorem 6.10 and
corollary 6.11.

Theorem 1.2. Suppose ¥ is a stable MOTS surface in (M, g, K). Then the
second fundamental form A satisfies the inequality

Al < CUELIE oo, IV K oo, MRl oo, inj(M, g)) -

As an application we prove the following compactness result for stable MOTS,
cf. theorem 7.1.

Theorem 1.3. Let L be a smooth part of a space-time sliced by smooth space-like
surfaces My, t € [to,t1]. Assume that uniformly in t

1 Kt]loo + || M VKoo < C and
inj(M;, g;) > C7 1.

Here K, and ™R, are the intrinsic and extrinsic curvatures of M, and inj(M,, g;)
is the injectivity radius of (My, g).

Let ¥, be a sequence of stable marginally outer trapped surfaces such that
X, C M, for some t,, the area of the ¥, is bounded |¥,| < C, and all ¥, are
contained in a compact subset of L.

Then the sequence 3, accumulates on a smooth stable MOTS 3. 0

2 Preliminaries and Notation

In this section we set up notation and recall some preliminaries from differential
geometry. In the sequel we will consider two-dimensional spacelike submanifolds
Y of a four dimensional manifold L. As a space time manifold, L will be equipped
with a metric h of signature (—, +, 4+, +). The inner product induced by H will
frequently be denoted by (-, -, ). In addition, we will assume, that ¥ is contained in
a spacelike hypersurface M in L. The metric on M induced by h will be denoted
by g, the metric on ¥ by . We will denote the tangent bundles by T'L, T M,
and T, and the space of smooth tangential vector fields along the respective
manifolds by X(X), X (M), and X(L). Unless otherwise stated, we will assume
that all manifolds and fields are smooth.

We denote by n the future directed unit timelike normal of M in L, which we
will assume to be a well defined vector field along M. The normal of ¥ in M will



be denoted by v, which again is assumed to be a well defined vector field along
3.

The two directions n and v span the normal bundle N'Y of ¥ in L, and
moreover, we can use them to define two canonical null directions, which also
span this bundle, namely (* :=n + v.

In addition to the metrics, h and its Levi-Civita connection *V induce the
second fundamental form K of M in L. It is the normal part of “V, in the sense
that for all vector fields X,Y € X(M)

IvxY = "9xY + K(X,Y)n. (2.1)

The second fundamental form of ¥ in M will be denoted by A. For vector fields
X,Y € X(X) we have

MTxY = *VxY — AX,Y)v. (2.2)
For vector fields X,Y € X (X), the connection of L therefore splits according to
LyxY = *UxY + K¥(X,Y)n — AX,Y)v = *VxY - I(X,Y), (2.3)

where I(X,Y) = A(X,Y)v — K*(X,Y)n is the second fundamental form of ¥ in
L. Here K* denotes the restriction of K to T3, the tangential space of X.

The trace of I with respect to 7, which is a vector in the normal bundle of X,
is called the mean curvature vector and is denoted by

H= Z I(e;,e;), (2.4)

for an orthonormal basis e, e5 of 3. Since H is normal to X, it satisfies
H=Hv— Pn (2.5)

where H = ~" A;; is the trace of A and P = vinZ% the trace of K*, with respect
to 7. For completeness, we note that the norms of I and H are given by
|2 = |A)* — |K*)? and (2.6)
|H|* = H* — P?. (2.7)
Recall that since H and II have values normal to Y, the norms are taken with
respect to h and are therefore not necessarily nonnegative.
We use the following convention to represent the Riemannian curvature tensor

*Rm, the Ricci tensor *Re, and the scalar curvature *Sc of ¥. Here X,Y, U,V €
X (X) are vector fields.

“Rm(X,Y,U,V) = (*Vx *VyU = *Vy *VxU — *VixyU, V),
"Re(X,Y) => “Rm(X,e;,¢,Y),

*Sc = Z *Re(es, ;) .



Analogous definitions hold for YRm, ™ Rc, ¥Sc and “Rm, “Re, “Sc, with the ex-
ception that for “Re and “Sc we thake the trace with respect to the indefinite
metric h.

We recall the Gauss and Codazzi equations of ¥ in L, which relate the re-
spective curvatures. The Riemannian curvature tensors *Rm and “Rm of ¥ and
L respectively, are related by the Gauss equation. For vector fields X,Y, U,V we
have

“Rm(X,Y,U,V) =
LRm(X,Y,U, V) + <]I(X, V), (Y, U)> — <]I(X, U), 1(Y, V)> . (2.8)
In two dimensions, all curvature information of X is contained in its scalar cur-
vature, which we will denote by *Sc. The scalar curvature of L will be denoted
by “Sc. The information of the Gauss equation above is fully contained in the

following equation, which emerges from the above one by first taking the trace
with respect to Y, U and then with respect to X,V

*Sc = “Sc 4 2"Re(n, n) — 2 Re(v, v) — 2"Rm(v, n, n, v) + |H|> — [T|*. (2.9)
The Codazzi equation, which relates “Rm to I, has the following form
("VxI(Y,2),8) = (VyI(X,Z),S) + "Rm(X,Y, S, Z) (2.10)

for vector fields X,Y, Z € X(X) and S € '(NE).

There is also a version of the Gauss and Codazzi equations for the embedding
of M in L. They relate the curvature “Rm of L to the curvature ¥ Rm of M. For
vector fields X,Y, U,V € X (M) we have

MRm(X,Y,U,V)

2.11

— Rm(X.Y.U.V) ~ K. KX V) + Kx.Evy), o

MgxK(Y,U) - MyyK(X,U) = "Rm(X,Y,n,U). (2.12)
These equations also have a traced form, namely

MSe = ESc + 2'Re(n, n) — (tr K)* 4 | K|* and (2.13)

MaivKk — My tr K = "Re(-,n). (2.14)

We now investigate the connection V'V on the normal bundle N'Y of ¥. Recall
that for sections N of N3 and X € X (%), this connection is defined as follows

L
NVxN = (LVXN) ;
where again (-)* means taking the normal part. We have

0=X(1) = X((n,n)) =2("Vxn,n),



and similarly (V¥ xv,v) = 0. Therefore the relevant component of VvV is
("Vxv,n)={"Vxr,n)=-K(X,v).

Recall that X is tangential to >. This lead us to define the 1-form S along X by
the restriction of K(-,v) to T'%.

S(X):=K(X,v). (2.15)
Then, for an arbitrary section N of N'Y with N = fv + gn, we have

"VUxN = X(f)v+ X(g)n—+ S(X)(fn+gv).
In particular

Ny xl* = £5(X)I*. (2.16)

We will later consider the decomposition of II into its null components. For
X,)Y € X(X2) let

YF(XY) = (I(X,Y),l*) = K(X,Y) £ A(X,Y). (2.17)
The traces of x* respectively will be called 6+
0 = (H,I*)=P+H. (2.18)
The Codazzi-equation (2.10) implies a Codazzi equation for y*.
Lemma 2.1. For vector fields X,Y, 7 € X(X) the following relation holds
VX (Y, Z) = Vyx (X, 2) + Q5 (X, Y, 2) Fx* (X, 2)S(Y) £ x* (Y, 2)S(X) .
(2.19)
Here Q*(X,Y,Z) = "Rm(X, Y, 1%, Z).

3 A Simons identity for y*

We use the Codazzi equation we derived in the previous section to compute an
identity for the laplacian of x*, which is very similar to the Simons identity for
the second fundamental form of a hypersurface [Sim68, SSY75].

The Laplacian on the surface ¥ is defined as the operator

N ZV?j '
In the sequel, we will drop the superscript on *A and *V, since all tensors below
will be defined only along Y. We will switch to index notation, since this is
convenient for the computations to follow. In this notation

i1 lp
jl"'jq



denotes a (p, ¢)-tensor T" as the collection of its compontents in an arbitrary basis
{0;}2_, for the tangent spaces. To make the subsequent computations easier, we
will usally pick a basis of normal coordinate vectors. Also note that we use latin
indices ranging from 1 to 2 to denote components tangential to the surface 2.

Recall, that the commutator of the connection is given by the Riemann cur-
vature tensor, such that for a (0, 2)-tensor T};

ViViTij — ViViTi; = "R Trng + “ Rt Tin - (3.1)

Note that we use the shorthand ERmklijim = ERmklpjTiqqu, when there is
no ambiguity. That is, we assume that we are in normal coordinates where
Yij = yi = ;- Also note that this fixes the sign convention for ERmi]’kl such
that ZRCij = ZRmikkj is positive on the round sphere.

Lemma 3.1. The Laplacian of x = x" satisfies the following identity

XijAXij = Xijvivj9+ + Xij (LRmkillej + LRmkilekl)
+ Xi5 Vi (Qris — X5 Si + Xi5Sk) + Xi Vi (Quje — 07 S; + xjxSk)
— [P [x|* + 0 XXt — 07X K — Pt

where P = y9K7 is the trace of K*.
Proof. Recall that in coordinates the Codazzi equation (2.19) for x;; reads
ViXjk = VjXik + Qijk — XikSj + XjkSi - (3.2)

Then compute, using (3.2) in the first and third step, and the commutator relation
(3.1) in the second, to obtain

ViVixi; = ViVixiy + Vi(Quij — x5 + Xi51)
= V:Vixi; + "RiMgimiXomj + “RMpim; Xim
+ Vie(Quj — X155 + xi551) (3:3)
= V,Vixa + “RgimiXmj + Ry Xim
+ Vi (Quj — x155: + xi551) + Vi(Qrjt — xuS; + X5uSk) -

We will use the Gauss equation (2.8) to replace the *Rm-terms by “Rm-terms.
Observe, that

_ Lot 1o+
G = =Xl — axgl™ -
Plugging this into the Gauss equation (2.8) gives

"Ry = "Ry + 2 (X + XaXd — XaXGe — Xa Xk -



Combining with (3.3), we infer that

ViVixi; = ViVixu + LRmkilemj + LRmkiijlm
+ 5 (G X Xa X = XX = XatXom) Xon
+ 3 (X Xa) F X X3 = Xi5XGm — XigjXin) Xitm
+ Vi (Quj — x155: + xi551) + Vi(Qrjt — xS; + X5uSk) -

Taking the trace with respect to k,[ yields

Axij = ViV;0T + "R + “Rimgir X
+ Vi (Qrij — XkSi + XijSk) + Vi(Qujx — 07S; + X1 Sk)

1, B o
+ 5 0P+ O xOIxd = 0 — 07 doal)
1

+ 5 (X = XGxin)

We contract this equation with X;; and obtain

XijAxi; = Xi; ViVi0" + xij (LRmkillej + LRmkilekl)
+ Xij Vi (Qrig — XriSi + Xi5Sk) + Xi5 Vi (Qujr — 0755 + xjxSk)
+ () X = 30X xm — 30X -
Now observe that x;; = 2K;; — x;; and 6~ = 2P — . Substituting this into
the last two terms, together with (x*, x~) = —|I|?, we arrive at the identity we
claimed. OJ

4 The Linearization of 6"

This section is concerned with the linearization of the operator 61, as defined
in equation (2.18). We begin by considering an arbitrary, spacelike hypersurface
> C L. Assume that the normal bundle is spanned by the globally defined null
vector fields /%, such that (I*,17) = —2. We call such a frame a normalized null
frame. As before, let 0% := (H,I*).

A variation of ¥ is a differentiable map

F:¥x(—e,e) = L:(x,t)— F(x,t),

such that F(-,0) = idy, is the identity on 3. The vector field 2 g =V is called
variation vector field of F'. We will only consider variations, with variation vector
fields V' of the form V = ol + §I~.

Note that in this setting, as a normalized null frame is not uniquely defined
by its properties, the notion of #* depends on the frame chosen. The freedom we

have here is the following. Assume kT is another normalized null frame for the



normal bundle of ¥, that is h(k*, k%) = 0 and h(k™,k~) = —2. Since the null
cone at each point is unique, the directions of k¥ can be aligned with [*. But
their magnitudes can be different, so k™ = e*I* and k= = e “I~ with a function
w e C™(X).

Therefore, if we want to compute the linearization of #*, it will not only
depend on the deformation of ¥, as encoded in the deformation vector V. It will
also depend on the change of the frame, that is on the change of the vector [,
which is an additional degree of freedom.

To expose the nature of that freedom, observe that if *() is a null frame on

each Y, := F(X,t), then % is still normal to 3. On the other hand

t=0
0= 2| _, (" 1" =2(% o) and
0= 2l = (2] (%] )
Therefore %‘ = wl* for a function w € C*(X). Thus the linearized change

of the frame is described by the single function w, which we will call the variation
of the null frame.

If we fix both of the quantities V' and w, a straight forward (but lengthy)
computation gives the linearization of 6.

Lemma 4.1. Assume F : ¥ x (—¢,e) — L is a variation of ¥ with variation
vector field V = olt + Bl1=. Assume further that the variation of the null frame
is w. Then the variation of 6 is given by

Syt =248 —4S(VB) — a(|x]* + "Re(l1h)) + 201w
— B(2div S = 2|S]* — |I* + *Re(1% 1) — $"Rm(1% 17 1717)) .

If we consider marginally trapped surfaces, then the term #*w in the previous
calculation vanishes, and we get expressions independent of the change in the
frame. As a consequence, we state the following two corollaries, which also restrict
the variations we take into account.

Corollary 4.2. Assume X is a marginally trapped surface, that is, it satisfies the
equation 6T = 0. Then the linearization of 0© in direction of —1~ is given by

0wl =2L_B,
where the operator L_ is given by
L_3=-A3+25(VP)+ B(divs — I —|S|* - ¥_),

and W_ = $*"Rm(I4151517) — P Re(110).

T i

10



If we assume that > C M, where M is a three dimensional spacelike surface,
then ¥ can be deformed in the direction of v, the normal of ¥ in M. The
linearization of % then turns out to be the following.

Corollary 4.3. Assume ¥ is a marginally trapped surface, then the linearization
of 0 in the spatial direction of v := (I —17) is given by

5f1/,w = LMfa

where the operator Ly is given by
Lyf = =Af +2S(Vf) + f(div S — [x|* + (K= x") = S| = ) ,

and Wy, = YERm(I% 15151 + PRe(v, 1),

1
4

Remark 4.4. (i) Using the Gauss equation (2.9), we can rewrite the expression
for Ly, as follows

Luf =—=Af+25(Vf) + f(divS = g]x]* =[S+ 57Sc = ¥u) . (41)

Here W), = G(n,1") where G = “Rm — 1ESch denotes the Einstein tensor of h.
Note that in view of the Gauss and Codazzi equations of the embedding M — L,
equations (2.13) and (2.14), the term W), can be rewritten as

Uyr =2 (MSe+(tr K)? = |K|?) — (MdivK - "V tr K, v) = 8 (u—J(v)), (4.2)

where 87.J = MdivK — My tr K is the projection of G(n,-) to M and 16wy =
MSe + (tr K)? — |K|> = G(n,n). The dominant energy condition is equivalent
to |J| < p. Thus, if the dominant energy condition holds, ¥, turns out to be
non-negative.

(ii) The same procedure gives that we can write L_ as

L f=-Af+25(Vf)+ f(divS —[S]* +3%Sc —¥_). (4.3)

with W_ = G(I*,17). Note that W_ is non-negative if the dominant energy
condition holds. However, this representation does not contain a term |x|*, which
does not allow us to get estimates. 0

5 Stability of marginally outer trapped surfaces

As before, consider a four dimensional space time L*, with a three dimensional
spacelike slice M?3. As in the previous sections, the future directed unit normal
to M in L will be denoted by n. In M consider a two dimensional surface 3,
such that there exists a global unit normal vector field v of ¥ in M. The vector
fields n and v span the normal bundle of ¥ in L and give rise to two canonical
null vectors (¥ =n +v.

11



In this section we will introduce two notions of stability for a marginally
trapped surface. These are related to variations of the surface in different direc-
tions. The first definition is related to definition 2 in [AMS05]. There a stably
outermost marginally outer trapped surface, is defined as surface, on which the
principal eigenvalue of L, is positive. Here an Lj;-stable MOTS is defined as
follows.

Definition 5.1. A two dimensional surface > C M C L is called a Ly-stable
marginally outer trapped surface if

(i) X is marginally trapped with respect to It | that is 6 = 0.

(ii) There ezists a function f > 0, f # 0 such that Ly f > 0. Here Ly is the
operator from corollary 4.35.

Remark 5.2. (i) Although L), is not formally self-adjoint, the eigenvalue of
Ly with the smallest real part is real and non-negative (cf. [AMS05, Lemma
1]). This definition is equivalent to saying, that the principal eigenvalue of Ly, is
nonnegative. This is seen as follows:

Let A be the principal eigenvalue Lj;. Then, since ) is real, the L?%-adjoint L3, of
Ljs has the same principal eigenvalue and a corresponding eigenfunction g > 0.
Pick f > 0 as in the definition of L,;-stability, ie. Ly, f > 0. Then compute

A/fgdﬂz/fL}k\dng:/LMfng'
¥ Y ¥

As f >0, f#£0,g>0and Ly f > 0, this implies A > 0.

The eigenfunction ¢ of Lj; with respect to the principal eigenvalue does not
change sign. Therefore it can be chosen positive, 1» > 0. Thus, the definition
in fact is equivalent to the existence of 1» > 0 such that LyY = Ay > 0. We
will use this fact frequently in the subsequent sections. Note that L,-stability is
equivalent to the notion of a stably outermost MOTS in [AMSO05, Definition 2].
(ii) The conditions from the above definition are satisfied in the following sit-
uation. Let ¥ = 9 be the boundary of the domain @ and satisfy 7 = 0.
Furthermore assume that there is a neighborhood U of ¥ such that the exterior
part U\ Q does not contain any trapped surface, ie. a surface with 6+ < 0. Then
Y is stable. Assume not. Then the principal eigenvalue would be negative and
the corresponding eigenfunction v would satisfy Ly < 0, ¢» > 0. This would
imply the existence of trapped surfaces outside of ¥, since the variation of ¥ in
direction ¥r would decrease 6. 0

Note that the condition #* = 0 does not depend on the choice of the particular
frame. Therefore, to say that a surface is marginally trapped, we do not need
any additional information. In contrast the notion of stability required here does
depend on the frame, since clearly there is no distinct selection of v when only X
— and not M — is specified.

To address this issue, we introduce the second notion of stability of marginally
outer trapped surfaces, namely with reference to the direction —/~. This definition

12



is more in spirit of Newman [New87] and recent interest in the so called dynamical
horizons [AK03, AGO5].

Definition 5.3. A two dimensional surface ¥ C M C L is called a L_-stable
marginal outer trapped surface (L~ -stable MOTS) if

(i) X is marginally trapped with respect to It | that is 6 = 0.

(i) There exists a function f > 0, f # 0 such that L_f > 0. Here L_ is the
operator from corollary 4.2.

Remark 5.4. It turns out that this notion of stability does not depend on the
choice of the null frame. This is due to the natural transformation law of the
stability operator L_ when changing the frame according to I = fI* and [~ =
=1~ Then the operator L_ with respect to this frame satisfies f‘li(fﬁ) = LG
for all functions § € C*°(X), as it is expected from the facts that 0t = fOF and

_Bl- = —Bfi-. 0

Remark 5.5. (i) Remark 5.2 is also valid here, in particular the definition im-
plies that there exists a function ¢ > 0 with L_v > 0.

(ii) Technically speaking, the equation for a marginally trapped surface pre-
scribes the mean curvature H of ¥ in M to equal minus the value of a function
P:TM — R: (p,v) — trK — K;jv'v7, namely H(p) = —P(p,v) for all p € X.
This is a degenerate quasilinear elliptic equation for the position of the surface.
These equations do not allow estimates for second derivatives without any ad-
ditional information. This is where the two stability conditions come into play.
They give the additional piece of information needed in the estimates as in the
case for stable minimal surfaces. O

We conclude with the remark that L,-stability implies L_-stability.
Lemma 5.6. Let (L, h) satisfy the null energy condition, i.e. assume that for all

null vectors k we have that "Re(k, k) > 0. Then if ¥ is an Ly-stable MOTS,
then it is also L_-stable.

Proof. We use the notation from section 4, where we introduced the linearization
of 0T. For any function f compute

Lacf = Lof = 8700t — 105- 00" = 180007 = —LF(IXH2 + FRe(It,17)) .

If f > 0, then by the null energy condition, the right hand side is non-positive. If
in addition Ly, f > 0, as in the definition of Lj;-stability, then this implies that

L f>Luf=>0.

Hence ¥ is also Ly, stable. O
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6 A priori estimates

In this section we derive the actual estimates for stable outermost marginally
trapped surfaces. We will use both definitions for stability from section 5, since
both yield the estimates needed. Note that L_-stability can be defined inde-
pendently of M, the spatial slice containing the surfaces ¥ in question, but the
estimates presented here do depend on the geometry of the surrounding slice. We
first begin with the observation, that stability of MOTS gives an L2-estimate for
the shear tensor x*.

Lemma 6.1. Suppose ¥ is an Ly;-stable MOTS. Then

/!XIQduS/\KEIQ—NMdu-
3 b

Proof. Take f as in the definition of a stable MOTS. From remark 5.2 we can
assume f > 0. Then f~'Ly f > 0. Integrate this equation, and expand L, as in
corollary 4.3. This yields

0< / —fTIAf+2fTIS(VE) =[x+ (K7, x) — |SPP + divS — Wy dp.
b
By sorting terms, and partial integration of the Laplacian, we obtain

[IsPeiPans [ £ VAP 42079 511S]+ K2 - Bardn.
Y %

By the Schwarz inequality

—1 2 -2 2
2/2f |VfHS|du§/E|5! + IV,

and
> 1 12 1 2
K= |xldp < 5 [ [K*Z)*dp+ 5 [ |xI*-
> 2 > 2 >

Cancelling the terms [ |S|*dp and 1 [ |x|* dp on both sides, we arrive at the
desired estimate. O

We can use the alternative representation of L, in equation (4.1) to derive a
similar estimate with a different kind of right hand side. Note that in case the
dominant energy condition holds, the right hand side can be estimated by 8w
only, as the remaining term is negative.

Lemma 6.2. Suppose ¥ is an Ly;-stable MOTS. Then
/ x> dp < 87 — 2/ Uy dp
b b
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Proof. We proceed as in the proof of the previous lemma. In addition, we invoke
the Gauss-Bonnet theorem to conclude that [, Scal du < 8. OJ

An estimate in the same spirit holds for L_-stable surfaces.

Lemma 6.3. Suppose X is an Ly;-stable MOTS. Then

[ [ 15%P - w_ap
> >

Proof. As in the proof of the previous lemma we take the function f from the
definition of L_-stability and multiply the equation L_ f > 0 by f~! and integrate.
Proceeding as before we arrive at the estimate

/|]I|2du§—2/\lf_du.
% )

Then observe that |I]2 = —(x*,x7) = [x|*> — 2{x, K*) as x~ = —x" + 2K>.
Hence || < 2|12 + 4|K*|?. This yields the estimate. O

Here, and in the sequel, for a tensor T', we denote ||T||« = supy, |T|. That is,
oo-norms are taken on 3 only.

Proposition 6.4. Let > be an Lys-stable MOTS. For any € > 0, and any p > 2
we have the estimate

/lep“du
by
2 _ 2 _
< 5+2) [ VI a1 1511) [ P e

If ¥ is an L_-stable MOTS, then the same estimate holds, with ||V _||« replacing
|War]|oo in the constant on the right hand side.

Proof. We will restrict to the proof of the first statement, since the second is
proved similarly.

As in the proof of the previous lemmas, take the function f from the definition
of stability, multiply the equation Lf > 0 with |x|?f~!, and integrate to obtain

/E P+ + [P

< [ SIPTIAL 2P E ISV P ) + P div S + P da
b
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For an arbitrary € > 0, we can estimate the terms on the right hand side in the
following manner

/—|x|pf‘1Afdu
>
- / CIXPEIV P 4 pl P VI, V) du
>
< [ PR = NPT 4 (= 2 2 d,
>
/ AP F SV f) du < / P F AV + e ISP
> >

[ aivsdu == sevip) < [ ISP+ < [ 29 dy
P P P b
and

[ e g de<e [ reans @) [ IR du.
% Y %

Inserting these estimates in the original inequality, we arrive at the estimate

_ 2 _ 2
/ P+ [xPISIP du < / (1= o)+ ) 2 P2 VP + el dp
> >
T / (ISP + HEEP)P + [ P1War] de.

Now subtract e [ |x[P** dp and divide by (1 —¢). This yields a term [, [x["** du
on the left hand side of the equation. If ¢ < % then the last term divided by 1 —¢
is at most double itself, and the factor in front of [ |V|x||? du is of the form 1+¢’,
where ¢ > 0 can be as small as desired. Thus the estimate of the proposition
follows. O

We now aim for an estimate on the gradient term on the right hand side of the
estimate in proposition 6.4. The main tool will be the Simons identity from
section 3. To avoid that the estimated depend on derivatives of curvature, we use
similar techniques as in [Met04].

Proposition 6.5. Let X be an Ly;-stable MOTS. Then there exists pg > 2 such
that for 2 < p < py we have the estimate

_ 2 _
/2 P2 VI dit < O I oo, Qoo MR, 1S T1oc) / PP e

If ¥ is an L_-stable MOTS, then the same estimate holds, with ||V _||o replacing
|War]|oo in the constant on the right hand side.
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Before we can start the proof of the proposition, we state the following lemma.
It states an impoved Kato’s inequality similar to [SY81]. A general reference for
such inequalities is [CGHO00].

Lemma 6.6. On a surface X with 6T = 0 we have the estimate
2 2
VX = [VIXI|" = 55 ([VIXI] + 1VXP) = e (1QF + ISPIXI?) -
Here ¢ is a purely numerical constant.

Proof. The proof goes along the lines of a similar argument in Schoen and Yau
in [SY81, p. 237], but for the sake of completeness, we include a sketch of it here.

In the following computation we do not use the Einstein summation convention
and work in a local orthonormal frame for T%. Let T := |Vy/|* — ‘V!XuZ. We
compute

2
IXIPT = [xPIVx]* = 3 VIxP|

- Y (Ve - Y (ZXijkaij)z

i kdm !

1 2

=3 Z (Xiijle - lekaij> :
i7j7k7l’m

In the last term consider only summands with ¢ = k and j = m. This gives
2 2
IXI*T > %Z <Xijvinl - leviXij) > %Z <ZXijVinl - leviXiJ’) :
il ! ij

Use the Codazzi equation (3.2) to swap indices in the gradient terms. We arrive
at

2
IX|*T > %Z (Z (Xijleij'l'XijQilj_leQijz‘)+Z (0Sixu—xaVib) —|X|25l> :
; P

.3

By the fact that (@ — b)? > a® — b, this implies
2
IXPPT > Z (Z Xijleij>
L iy

—3 (Z (X Quj — x1;Qiji) + Z xa(0S; — V.0) — \ngl)Q

l i,j
> LIV = e IxP(1QP + 1S21x[?) -

Dividing by |x|?, we get
VP = VX = SIVIXI = c(1QF + [SPIx ).

Adding 35 (IVxI* = |VIx| ‘2) to both sides of this inequality and multiplying by
% yields the desired estimate. O
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Now we can prove proposition 6.5.

Proof.  Of proposition 6.5. We will restrict to the proof of the first statement,
since the second is proved similarly. Compute

2
Alx[* = 2[x|Alx| +2[VIx]|"-
On the other hand
Alx? = 2xi8x45 + 2[Vx[?.
Subtracting these equations yields
2
AT = xiAxis + [V = |[VIx]
In the case 07 = 0, the Simons identity from lemma 3.1 gives
Xii X = Xij ("Rmganxiy + "R xi) — (07X * = Pxibxchods
+ Xij Vi (Qris — XkiSi + XijSk) + X3 Vi (Quji + XjxSk) -

Note that xxjxe = tr(x®), and the trace of a 2 x 2 matrix A satisfies the
relation tr A%> = tr A(tr A2 — det A). Since x is traceless, this term vanishes. In
addition [T = (x*,x7) = |x[* — 2(K™, x™).

As we are not interested in the particular form of some terms, to simplify
notation, we introduce the *-notation. For two tensors 7} and 75, the expression
T, % T5 denotes linear combinations of contractions of T} ® T5.

To remember that in the above equation we need to evaluate “Rm only on
vectors tangential to ¥, we use the projection of “Rm to T'Y and denote this by
LRm®. Then the above equations combine to

2
—\X|A\X\+]VX|2—|V\XH = |X]4—|-lx\Q*X*KZ+X*X*LRmE+X*V(Q+X*S) )
(6.1)

Multiply this equation by |x[P~2 and integrate. This yields

/E CIPAR P29 X — [V di

= / IXPF2 [ xPx ok K X220k o« PR + [y P2y o« V(Q + x + S) dps
»

Next, do a partial integration on the term including the Laplacian and on the
last term on the second line. We find that

/E (0 — DI VI + P2 (9P = [V du

< / IX[P*2 dp
b

+ C/z I+ PP R™] + P2 (1VX] =+ VI Q1+ IxIIST) dis
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(6.2)
Here c is a purely numerical constant. For any € > 0, we can estimate
/lep“leldu<€/ X7 dp+ O™ /IXI”IK“dM
as well as

c / P2 (193] + [V (@1 + [xl1S]) dp

<e / P29+ [VIxIP) du + Ce / ISP + P21QP du.

Inserting these estimates into the estimate (6.2), gives
_ 2 _ 2
o= 02 O+ 29 = [ P) e
- 2
< (1+€)/ !x\p”duﬂ/ P2V + [VIXI) du
b )

+C(€_1,IIKzlloo,IILRmEHwIISlloo)/ZIXI”dM+C(€,IlQlloo)/lelp‘2du.

We apply lemma 6.6 to estimate the second term on the left hand side from below
by ([ ‘V’XW + |[Vx[*dp). In addition, use proposition 6.4 to estimate the
first term on the right hand side. This yields

_ 2 _ 2
/E (0 — DX VI + (& — )P (19X + [VIxI[P) d
_ 2
§§(1+€)2/2|x|” 29| du
O K o 1Qles PR oos 115]]o0) / PP + P2 du.

Choose py > 2 close enough to 2 and € small enough, such that for 2 < p < pg
the gradient term on the right hand side can be absorbed on the left hand side.
This gives the desired estimate. 0

Combining propositions 6.4 and 6.5 with the initial L?-estimate in lemmas 6.1 or
6.3 gives the following LP estimates for |x]|.

Theorem 6.7. There exists pg > 2 such that for all 2 < p < py and all Ly;-stable
MOTS %, the shear x along X satisfies the estimates

/Elxl’”+2 dp < C(p, 2] 1 arlloo, 1Ko, [Q1locs MR oo, 1S 1l) (6.3)

_ 2
/E!X\p VI du < C, 121 1P arlloos 1B ]|oos [Qlloos "R, [[S]]o0)
(6.4)
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and

/E [Vx[? dpe < Cp, IZ] 110 lloos 1K oo, Qoo [ Rm™ [loo, 1S 1]o0) - (6.5)

If ¥ is an L_-stable MOTS, then the same estimate holds, with ||V _||« replacing
|Wasr]|oo in the constants on the right hand side.

Proof. First let p = 2. Combine propositions 6.4, 6.5 and lemmas 6.1 or 6.3 to
get L*-estimates for |y|.

Then take any 2 < p < po as in proposition 6.5. Proceed as before. The
resulting LP and LP~2-norms of |x| on the right hand side can now be estimated
by combinations of the L*-norm of |x| and the area |X|.

To see the last estimate, note that in the proof of proposition 6.5, by appro-
priately choosing e, we can retain a small portion of the term [i. [x|P~*|Vx|*du
on the right hand side. [
For the next step — the derivation of sup-bounds on y — we use the Hoffman-
Spruck Sobolev inequality in the following form [HS74].

Lemma 6.8. For (M,g) exist constants cj,ci, such that for all hypersurfaces
Y C M and all functions f € C®(X) with |suppf| < c5 the following estimate
holds:

1/2
(/IdeM) SCf/|Vf|+|fH|du.
Y b

Here H is the mean curvature of ¥ and the constants cj,c; depend only on a
lower bound for the injectivity radius and an upper bound for the curvature of

(M, g).

Remark 6.9. Replacing f by f? in the above inequality and using Holders in-
equality gives that for all 1 < p < co and all f with |suppf| < ¢

2/p
(/Ef”du) SC§|Suppf!2/p/zlvf|2+!Hf\zdu-

The constant cf only depends on ¢; and p.

Theorem 6.10. Let ¥ be a stable MOTS, then the shear x satisfies the estimate

sup [x| < CI%], [1¥arlloc 1> [loo, 1QUls0, | “Rm*™ loc, 15 cc)

The constant on the right hand side in addition depends on the constants c¢§ and
i in the Hoffman-Spruck-Sobolev inequality for M.

If ¥ is an L_-stable MOTS, then the same estimate holds, with ||V_||. 7e-
placing ||Var||eo in the constant on the right hand side.
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Proof. We will restrict to the proof of the first statement, since the second is
proved similarly.

We will proceed in a Stampacchia iteration. Let u := |x| and for £ > 0 set
uy, = max{u — k,0}. In addition set A(k) := supp ug.

The L*-bound for |x| from lemma 6.1 implies that

K2|AK)| < / K / @i < CUS) 1t oo, 1 o)

Therefore there exists ko = ko(|S], [[Was|loos [[K*]|oos co) < 00, such that |A(k)| <
co for all k > ky. Here we want cg to be the constant from lemma 6.8, to be
able to apply the estimate from there for all functions with support in A(k), with
k > k.

To proceed, let ¢ > 2. Multiply the Simons identity, in the form (6.1) from
the proof of proposition 6.5, by u{ and integrate. This yields

[ upuducs (O - [9uP) ap
A(k)

< c/ ufu' + | K|udu® + ["Rm”|ufu® + ulx « V(Q + x x 5) du .
A(k)

Here ¢ is a purely numerical constant. Partially integrate the Laplacian on the
right hand side and the last term on the left hand side. This gives

/ quuf " [Vul® + uf|Vx[* dp
Alk)

< c/ w4 [ K|ud 4+ [PRm® e + (2] Vx| + V) (1Q] + ulS]) dy.
Alk)

Note that the term [ quuf '|Vu|? du on the left hand side controls [ wf|Vu|? dp.
But before we use this estimate, we absorb the gradient terms on the right hand
side. For example the term containing |Vy|?:

o[ apoxQ+ulshdu< [ ulvPanre [P+ ufalls dp
A(k) A(k) A(k)

The other term, which contains |Vu|, can be treated similarly, such that the
resulting terms can be absorbed on the left. This yields an estimate of the form

[ vl au
Alk)

< (g 1K oo, [1Ql oo [I* Rl oo, [[S]oc) /A(k)UZu4 o e

(6.6)
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Note that we used that u;, < v and u < u? + 1 here to get rid of the extra terms.
We begin estimating the terms on the right hand side of (6.6) using lemma 6.8.
Rewrite and estimate the first term as follows:

qa/2
/ UZU4dM=/ (wpu®’*)? dp < |A(k‘)|<5§/ ‘V(Uku4/q)\2+|HukU4/q|2d#) :
A(k) A(K) A(k)

(6.7)

To estimate the first term on the right hand side compute on A(k), using uy /u < 1,
|V(uku4/q)‘ — u* | Vu| + §u4/q|Vu|“7’“ < e(q)ut 1 Vul .

Observe that if ¢ is large enough, namely such that 2 4 % < po, then theorem 6.7
yields that

/ ‘V(uku4/q)}2du < ¢(q) / u V> dp < C(q)
> >

Here, and for the remainder of the proof, C'(¢) denotes a constant that depends
on ¢ and, in addition to that, on all the quantities the constant in the statement
of this theorem depends on.

To address the second term in (6.7), recall that since 0 = 67 = H + P, we
have ||H || = || Ploo < 2||K*||c. Therefore

/ H22a¥ dp < 4| K71 / W2 dp < C(g).
A(k) b

where the last estimate also follows from theorem 6.7 if ¢ is large enough. Sum-
marizing these steps, we have

[ ututan < colaml.
A(k)

A similar procedure for the remaining terms in (6.6) finally yields the estimate

/A IV < Cla)l AW (6.8)

provided ¢ > qq is large enough. Fix such a ¢ > ¢y and let f = u,qu/ ®. Then
equation (6.8) implies that

/ VP du < C()|AGK) .
A((k)

The Hoffman-Spruck-Sobolev inequality from lemma 6.8, combined with theorem
6.7, furthermore yields

q+2

| ran= [ wrtanscwawi ([ wopsmian) T < c@lae)
A(k) A(k) A(k)
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Thus one further application of lemma 6.8 yields
/ ufPdp= [ fPdu < Clg)|Ak)P.
A(k) A(k)

Consider h > k > ko, then on A(h) we have that u;, > h — k and therefore we
derive the following iteration inequality

I — K| A(R)] < / W dy < / W du < (g AR)P.
A(h) A(k)

The lemma of Stampacchia [Sta66, Lemma 4.1] now implies that |A(ky + d)| =0
for

" < C()|A(ko)| < C(q)[2]

In view of the definition of A(k) = suppmax{u — k,0}, this yields the desired
estimate. H

Corollary 6.11. Let X C M be an Ly;-stable MOTS. Then % satisfies the fol-
lowing estimates.

sup [x| < CIZ], [ Kloos [V K lloc M Rmlo, (inj(M, 9))™")
In addition, we have an L?*-gradient estimate
9 e < COL A e [V R

Proof. The statement to prove is that the constants only depend on the stated
quantities. This is due to the following reasons.

First, for L,; stable surfaces, we can prove the above theorems using lemma
6.2 instead of lemma 6.1. Thus instead of ||¥y/|le, the constants depend on
H\TJ Mlloo. As we have seen in remark 1, we can estimate

(U] < e|K]P + VK] + [MRm]),
where ¢ is a numerical constant. Second since for all X,Y, Z € X (%)
Q(X,Y,Z) = Rm(X,Y,n,Z) + 'Rm(X,Y,v, Z),
we can use the Gauss and Codazzi equations of the embedding M — L to estimate
QI+ "R < o(| K[> + [V + [VRum])
Third, obviously
KPP+ |SP? < K2,

Thus we see that all quantities are controlled by || K||se; ||VE||so and [|[¥Rm||s,
where the oco-norms are computed on . Note that the dependency on inj(M)
comes from the fact that the constants ¢; and ¢f in the Hoffman-Spruck-inequality

only depend on || Rm|| and inj(M). O
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We conclude with an estimate for the principal eigenfunction to Ly or L_.

Theorem 6.12. Let 3 be an Ly;-stable MOTS. Let X\ > 0 be the principal eigen-
value of Ly and f > 0 its corresponding eigenfunction. They satisfy the estimates

>\|E!+%/f_2|vf|2duﬁ47r+/|S|2du—/\ffMdu
> > >
and
/ V2P du < COZL K oo [IVE Joos M Rioc, inj (M, 9) ) / £ VAP du

+)\2/ fAdu.
2

The same estimates hold for L_-stable MOTS when [ and X\ are the principal
eigenfunction and eigenvalue of L_ instead, then Wy has to be replaced by V_ in
the first estimate.

Proof. The first estimate follows from a computation similar to the proof of
lemma 6.1, but applied as in lemma 6.2.
The second estimate then follows from the first by using the identity

[ 19217 du= [ (A2 + *Re(V 19 1) dn.
b b
To estimate the terms on the right hand side, note that
—Af =M —2S5(Vf) = f(divS = Lx|* = |S]* + 1¥Sc — Ty)
and as X is two-dimensional
“Re(Vf,Vf) =1"Sc|Vf]?.

In view of the Gauss equation for ¥ C M and the bounds for y, we find the
claimed estimate. O

Corollary 6.13. If X is an Lys-stable MOTS, then the principal eigenfunction
f >0 to Ly which is normalized such that || f||oc = 1 satisfies the estimate

/Zf2+|Vf|2+|V2f|2du < CZLIE 1K oo, IV K oo, [ Rinloo, inj (M, 9) )

The same estimate holds for L_-stable MOTS, when f is the principal eigenfunc-
tion to L_ instead.

Proof. Since | f|loo = 1, we have [ f>du < [¥|. Then since f~2 > 1, the first
estimate from the previous theorem implies

/E VP < CUS) K loos [VE o, [ Rinoc)

Since A? [, f* < A?|3| < C|X[~! the above estimates combined with the previous
theorem imply the claim. O
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7 Applications

The main application of the curvature estimates proved in this paper is the fol-
lowing compactness property of stable MOTS.

Theorem 7.1. Let F' : M X [ty,t;] — L be a partial slicing of a space time
by smooth space-like surfaces My = F(M,t), t € [to,t1]. Let g, and K; be the
first and second fundamental form of M,. Let <7, and ™Rm, denote the Levi-
Civita connection and Riemannian curvature tensor of (My, g;) respectively, and
let inj(My, g;) denote the injectivity radius of (My, g;). Assume that the geometry
of the M; is uniformly bounded in the sense that there exists a constant C' > 0
such that

MRy || < C,
1K |loo + | ¥ ViKy]|oo < C and
inj(My, g1) > ct.

Let @, : 3 — L, n > 1 be a sequence of embeddings of marginally outer trapped
surfaces ¥, = ©,(X), such that

(i) there exists t, € [to, t1] with 3, C M,,,

(ii) there exists C' such that the area |Z,| < C for alln > 1,

(iii) the union |, Xy, is precompact in L, and

(iv) every X, is Lys-stable, or

(v’) every ¥, is L_-stable.

Then there exists too and a smooth embedding ®., : ¥ — L such that X, =
O (X) C My, X is a stable MOTS, and a sub sequence of reparameterizations
of the surfaces ¥, converge to X in CY*NW?2P for any0 < a <1 and1 < p < 0.

Proof. Since [to, t1] is compact, we can assume that the sequence t,, converges to
some to, € [to, 1].

By the estimates in corollary 6.11, the above assumptions are sufficient to
imply that the shear x, and thus the second fundamental form A, of the ¥,
is uniformly bounded in W2, Since all ¥,, are contained in a compact set, this
implies that there exist parameterizations of the >, which are uniformly bounded
in W32 By the Sobolev embedding the space W?3? is compactly embedded in
W?2P, for any fixed 1 < p < co. Note that we can use the Sobolev inequality of a
fixed metric on . We conclude the existence of a convergent subsequence of the
reparameterized Y,,. Denote the limit surface by X. This limit is of class W32, but
the convergence is in W2?. Since 8% is a quasilinear differential operator of second
order of the position, ¥ satisfies % = 0 strongly in the sense of W?2P. Elliptic
regularity therefore implies that ¥ is smooth. Note that since W27 c O for all
0 < a < 1, we can apply the standard regularity theory, which can be found in
[GT98, Chapter 8].

To prove stability of ¥, we use the parameterizations above, and pull-back
the metrics of ¥, to X, denote those by 7,. The metric on ¥ will be denoted
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by ~. Then define the operators L, as the pull backs of the operator L,; on
Y, to 2. Let f, be the principal eigenfunctions of L, with eigenvalues ), and
normalize such that || f,||oc = 1. Since the area of the ¥, is eventually bounded
below by half of the area of X, theorem 6.12 implies that 0 < A\, < C, where
C = C(C,|K |0, VKo, | Rm|so). Thus we can assume that the ), converge
to some A with 0 < A < (.

By corollary 6.13 the W?22-norm of the f,, taken with respect to the metrics 7,
is uniformly bounded. Recall that the difference of the Hessian of f with respect
to v" and 7 is of the form

(V5 = Vo) f=(Dy, —T,) «df

where I'y and I'y, denote the connection coefficients of v and +,. Furthermore
V f is bounded in any L” and by W'? convergence of the metrics I, — T, — 0 in
LP. Thus we find that also || f,|[wz2 < C, where the norm is taken with respect
to the metric v on 3. Hence we can assume that f, — f in W1?. The Sobolev
embedding WP — C° implies that f > 0, and || f||oc = 1, so f # 0.

The next step is to take the equation L, f,, = A, f, to the limit. Since f, — f
only in WP we have to use the weak version of this equation, namely that for

all ¢ € C=(%)
S P

where B,, and C,, are the coefficients of the operator L,,. By the W?2P-convergence
of the surfaces, we find that ~, converges to v in W' and B! and C, converge
in L? to the coefficients B* and C of Lj; on ¥. Thus, since f, converges in W1?
to f, we can choose p large enough to infer that the limit of the above integrals
converges to the corresponding integral on ¥, that is f satisfies

[92.56)+ B.500+Ciodu=x [ fodn

) b

Thus f is a weak eigenfunction of L,; on . Elliptic regularity implies that f is
smooth and satisfies Ly, f = A\f. Since A > 0 and f > 0, f # 0, we conclude that
3] is stable. O
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