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Abstract
In this paper we present the exact solution of the Riemann Problem for the non-linear

shallow water equations with a step-like bottom. The solution has been obtained by
solving an enlarged system obtained by adding an additional equation for the bottom
geometry and then using the principles of conservation of mass and momentum across
the step. The resulting solution is unique and satis�es the principle of dissipation of
energy across the shock wave. We provide a few examples of possible wave patterns. The
proposed exact Riemann problem solution is validated against numerical solutions by the
�rst-order centred Lax-Friedrichs scheme. A practical implementation of the proposed
exact Riemann solver in the framework of a second-order upwind TVD method is also
illustrated.
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1 Introduction
The shallow water equations represent a popular mathematical model for modelling free-
surface �ows arising in shores, rivers and so on [1]. Due to the nonlinearity of the model
as well as the complexity of the geometries encountered in real-life applications much
e�ort has been made in recent years to develop numerical methods to solve the equations
approximately. In particular, Godunov-type methods [2] have proven popular due to
their ability to treat easily shock waves and contact discontinuities arising in the solution.
For a review of modern �nite-volume methods as applied to the shallow water equations
see[3]. However, in spite of signi�cant overall progress made in the �eld, serious problems
still remain in dealing with geometric source terms arising in the shallow water equations
in the case of non-uniform bottom geometry. Conventional techniques for treating the
source terms typically produce erroneous results, and special e�ort has to be made to
avoid numerical artifacts when the bottom varies rapidly. Similar problems arise in other
hyperbolic systems with geometric source terms.

A popular approach to the construction of Godunov-type methods for hyperbolic sys-
tems with geometric source terms is to use the so-called upwind discretization of the
source term [4, 5]. In the resulting schemes the numerical approximation of the source
term is done in such a way as to try to ensure that in the steady-state the �ux gradient and
the source term are balanced, at least approximately. Another approach to the problem
is to add an additional equation to the system describing the bottom behavior in time
and then try to construct a Riemann solver for the extended system, see e.g. [6]. The
idea is that the scheme using such a Riemann solver will not be prone to the problems
encountered in conventional advection methods.

In this work, we present a new exact solution of the Riemann problem for the shallow
water equations with a a discontinuous bottom geometry, which is di�erent from that
of [7]. The di�erence is twofold. Firstly, in our work conservation of mass and momentum
are used to derive the Rankine-Hugoniot conditions across the bottom step. Secondly, in
order to exclude the multiplicity of solutions we require that i) the total energy dissipate
across the stationary shock wave at the step, whereas in [7] the energy is constant across
the shock and ii) a transition from subcritical to supercritical �ow across an upward step
be not allowed. We then show that the resulting self-similar solution is unique and can
be constructed in a conventional way by solving an algebraic system of two equations for
the star values of depth and velocity.

To verify our new solution we present a number of numerical examples. First, we val-
idate our exact solution by comparing it with numerical solutions of a �rst-order centred
scheme. Good agreement is observed. Next, we illustrate a practical use of the devel-
oped exact Riemann solver by incorporating it into the Weighted Average Flux (WAF)
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method [8, 9, 10, 11], which is a second-order Godunov-type TVD schemes. Though the
detailed evaluation of the resulting scheme will be reported in a separate publication, we
show some preliminary results which look encouraging.

We note, that in existing literature, there are some Riemann solvers for nonlinear
systems with discontinuous geometry which use the formulation with an additional equa-
tion [7, 12, 13]. In [7] the authors present a Riemann solver for the shallow water equations
with a discontinuous piece-wise constant bottom. The solution is composed of a station-
ary shock sitting at the bottom discontinuity (at the step) and a number of conventional
waves. The principles of conservation of mass and the total head are used to connect the
left and right shock wave states at the stationary shock across the bottom step. In [13]
the authors analyze a the particular case of zero initial velocity at the side with the lower
depth and show that under the energy conservation condition the stated Riemann prob-
lem is unsolvable. To overcome this they consider two di�erent options. In the �rst option
an heuristic parameter is introduced that de�nes the part of the total �ow energy that
is lost in transition over the drop. In the second option the continuity of the �ow rate is
imposed over the drop. This option is similar to ours.

The rest of the paper is organized as follows. In section 2 we analyze the structure
of the modi�ed system of equations. In section 3 the solution of the Riemann problem
a discontinuous piece-wise constant bottom geometry is presented. Examples of possible
solution patterns are given section 4 for a number of wave patterns. Comparison of the
exact solution and the numerical solution of a �rst-order dissipative scheme as well as an
implementation of our Riemann solver in the second-order upwind method are shown in
Section 5. Conclusions are drawn in section 6.

2 Shallow-water equations with a source term
We consider the augmented one-dimensional system of shallow-water equations (SWE)
with a discontinuous bottom in the following form:

∂

∂t
φ +

∂

∂x
(φu) = 0

∂

∂t
(φu) +

∂

∂x
(φu2 +

1

2
φ2) = gφ

∂

∂x
h

∂

∂t
(φv) +

∂

∂x
(φuv) = 0

∂

∂t
h = 0

(1)

Here η is the free surface elevation, h is the bottom depth with respect to the z plane, u and
v are the components of velocities in x and y directions respectively, g is the acceleration
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Figure 1: Reference frame and physical variable

due to gravity, d = h + η is the total depth, c =
√

gd is the celerity and φ = c2. See
Fig. 1 for a graphical explanation of the variables. An additional, fourth equation for
the bottom has been added to the system of equations in a manner similar that used in
[12] for the gas-dynamic equations. In this section we �rst obtain the wave pattern of
the resulting modi�ed system of equations. Next, Rankine-Hugoniot conditions will be
deduced by applying the laws of mass and momentum conservation to a �nite mass of
�uid across the bottom discontinuity.

2.1 Eigenvalues and eigenvectors for the modi�ed SWE
To carry out the eigenstructure analysis we rewrite (1) in quasilinear following form:

∂

∂t
U + A

∂

∂x
U = 0

where the vector of conservative variables U and the matrix A are given by:

U =




φ

φu

φv

h




=




u1

u2

u3

u4




, A =




0 1 0 0

− (u2/u1)
2 + u1 2u2/u1 0 gu1

−u2u3/u
2
1 u3/u1 u2/u1 0

0 0 0 0




The matrix A has the following four real eigenvalues:

λ1 = u−
√

φ λ2 = 0 λ3 = u λ4 = u +
√

φ
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The set of left eigenvectors is given by:

L =




l1

l2

l3

l4




=




(u3
1 − u2

2)/u
2
1 (u1u2 − u

5/2
1 )/u2

1 0 gu1

0 0 0 1

−u2/u1 0 1 0

(u3
1 − u2

2)/u
2
1 (u1u2 + u

5/2
1 )/u2

1 0 gu1




A standard procedure shows that the second and third eigenvectors correspond to the
following Riemann invariants:

h = const, v = const

The equations along characteristics for the �rst and fourth eigenvectors are similar.
Therefore, to save space we analyze only the �rst one. For the �rst characteristic curve
we have :

(u
3/2
1 + u2)

u2
1

du1 +
du2

u1

+ gu1(u
3/2
1 − u2)

−1dh = 0 (2)

As one may expect, the equation for the Riemann invariant depends on the bottom
variation. For the rest of the paper we assume that h(x) is a piecewise constant function.
Therefore, where h(x) is continuous (away from the discontinuity) we have dh = 0, and
the corresponding �rst Riemann invariant coincides with the conventional one and is given
by:

u− 2
√

φ = const (3)

Similarly, the fourth invariant is given by:

u + 2
√

φ = const (4)

Therefore, we have established that if the bottom variation is piecewise constant then
the characteristic lines and Riemann invariants of (1) in the regions where h(x) is constant
coincide with those of the shallow water equations without the geometric source term. The
same conclusion was drawn in [12] for a system of gas dynamical equations with a source
term.

2.2 Rankine-Hugoniot Condition for a discontinuous bottom
Assume that the initial left and right states are connected by a single moving discontinuity.
To derive the Rankine-Hugoniot conditions we consider a �ow region made up of water
lying between two vertical planes, as depicted in Fig. 2. Here xL is the position of the
left plane, xR of the right plane and s is the position of the moving discontinuity. Let us
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Figure 2: Sketch of the Rankine-Hugoniot conditions

again denote the quantities on the left side of the discontinuity by the index L and those
on the right by R. That is UL is the left state vector and UR is the right one. Without
loss of generality we assume that hL > hR.

Application of the conservation laws of the mass and momentum to the volume of
�uid between the planes gives the following equations:

d

dt

∫ xR

xL

∫ η

−h
ρdzdx = 0,

d

dt

∫ xR

xL

∫ η

−h
ρudzdx =

∫ η(xL)

−h(xL)
pdz −

∫ xR

xL

pnxdx−
∫ η(xR)

−h(xR)
pdz,

where ρ is the �uid density, p is the pressure and nx is the normal to the bottom surface.
After integration in the z direction the above system can be rewritten as:

d

dt

∫ xR

xL

ρ(η(x) + h(x))dzdx = 0,

d

dt

∫ xR

xL

ρ(η(x) + h(x))udx =
∫ η(xL)

−h(xL)
pdz −

∫ xR

xL

pnxdx−
∫ η(xR)

−h(xR)
pdz.

We now adopt the assumption of hydrostatic pressure distribution:

p(x, z) = ρg(η(x)− z)

Using this assumption in the momentum conservation law, dividing the integrals into two
part at s, using d = h + η and then taking the limit xL → s, xR → s we obtain the
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Figure 3: Action exerted by the �uid on the step surface

following relations across the moving discontinuity:

−ṡ[ρd] + [ρdu] = 0,

−ṡ[ρdu] + [ρdu2] = −[
1

2
ρgd2] + H

(5)

where [] denotes the jump across the discontinuity, e.g. [ρd] = ρdR − ρdL, etc.
The term H is responsible for the bottom variation and represents the force exerted

by the �uid on the step surface (with the minus sign), see Fig. 3:

H = −1

2
ρg[dL + (ηL + hR)](hL − hR) (6)

Simple manipulations of (5) and H(x) yield the following form:




−ṡ[φ] + [φu] = 0

−ṡ[φu] + [φu2] = −[1
2
φ2]− 1

2
(φ2

L − φ2
s)

(7)

where for hl > hr the quantity φs is de�ned as

φs = φL − g(hL − hR) (8)

2.2.1 Rankine-Hugoniot Condition for s = 0

We are now in a position to write out the conditions which must be satis�ed across the
characteristics, de�ned by the eigenvalue λ2, along which the bottom remains constant.
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The complete Rankine-Hugoniot conditions for (1) are obtained from (7):

−ṡ[φ] + [φu] = 0

−ṡ[φu] + [φu2] = −[1
2
φ2] + 1

2
(φ2

L − φ2
s)

−ṡ[φv] + [φuv] = 0

−ṡ[h] = 0

where again [h] = hR−hL. The last equation implies that two situations are possible [12]:
(a) the bottom function h(x) remains constant across the shock, or (b) the bottom function
h(x) is discontinuous but the shock velocity vanishes. Case (b) applies when bottom
discontinuities are present and the Rankine-Hugoniot conditions reduce to the following
system:

+[φu] = 0

+[φu2] = −[1
2
φ2]− 1

2
(φ2

L − φ2
s)

+[φuv] = 0

Using previous de�nitions the system can be expressed as a function of the left and
right conditions. When hL > hR we have:

−φLuL + φRuR = 0

−φLu2
L + φRu2

R = 1
2
(φL − g(hL − hR))2 − 1

2
φ2

R

−φLuLvL + φRuRvR = 0

(9)

The situation is illustrated in Fig. 4. Equations (9) represent the relation between
the left and right state across a bottom discontinuity of the form of a step. That is
conditions (9) state that the left and right mass of water satisfy the conservation laws
of the mass and momentum �ux across the bottom step. The uneven bottom acts as a
cross sectional variation in a pipe duct, where the pressure is constant across the changed
section but the �uid equilibrium is achieved by the reaction of the solid wall of the pipe.
This shows the particular nature of the �uid which can transmit the pressure unchanged
by the modi�cation of the mass �ux [14].

We now use (9) to deduce the velocity before and after the step as a function of the
total depth. First, we remark that due to the de�nition of φL and φR which are always
positive quantities, the following lemmas hold:

Lemma 2.1. The velocity uL and uR have the same sign.

The proof is trivial and thus omitted.
Now following the method used in [9] we de�ne the volume �ux through the stationary

shock
φLuL = φRuR = M
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Figure 4: Volume of �uid crossing the bottom change

Now the second equation of (9) can be manipulated to obtain

M = ±
√

1

2

φLφR

φL − φR

(
(φL − g(hL − hr))

2 − φ2
R

)
(10)

From the previous relation we can obtain the expression for the velocities as a function
of M :

uL = ±
√√√√1

2

φR

φL

(φL − g(hL − hR))2 − φ2
R

φL − φR

(11)

uR = ±
√√√√1

2

φL

φR

(φL − g(hL − hR))2 − φ2
R

φL − φR

(12)

Let us de�ne the following non-dimensional quantites:

ε =
φR

φL

, µ =
M

φ
3/2
L

, ∆h =
g(hL − hR)

φL

Then the relation between the non-dimensional volume �ux µ and non-dimensional total
depth ε becomes:

µ = ±
√√√√1

2
ε
(1−∆h)2 − ε2

1− ε

We now introduce the Froude numbers of the left and right states of the stationary shock
as follows:

FL =
uL√
φL

, FR =
uR√
φR
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which can be connected to the non-dimensional mass �ux µ as follows:

FL = ±
√√√√1

2
ε
(1−∆h)2 − ε2

1− ε
, FR = ±

√√√√ 1

2ε2

(1−∆h)2 − ε2

1− ε
(13)

The quantities (13) exist when the expressions under square roots are greater then zero

(1−∆h)2 − ε2

1− ε
≥ 0

The solution of the previous inequality leads to the following conditions:




(1−∆h) ≥ ε

1 ≥ ε
and





(1−∆h) ≤ ε

1 ≤ ε
(14)

Recall that ∆h ≥ 0. Also we must have φL ≥ g(hL − hR), otherwise the total depth on
the left side is lower than the step height and thus water cannot cross the step. Therefore,
the inequalities reduce to two conditions which represent the domain of existence of the
equations (13) :

(1−∆h) ≥ ε and 1 ≤ ε

In dimensional form the above inequalities read:

φL − g(hL − hR) ≥ φR, φL ≥ φR

and

φL ≤ φR

(15)

The resulting graph of the two functions is showed in �gure 5.

Lemma 2.2. . FL has two stationary points.

Proof. The stationary points of FL are the roots of the following polynomial

P 3
1 (ε) = 2ε3 − 3ε2 + (1−∆h)2 (16)

To �nd approximate values of these roots we use the perturbation technique [15] which
gives two meaningful positive roots in the form of a series expansion. The roots are as
follows:

εsta,1 = 1−
√

2

3
∆h1/2 − 2

9
∆h +

7

54
√

6
∆h3/2 − 5

243
∆h2 + O(∆h5/2) (17)

εsta,2 = 1 +

√
2

3
∆h1/2 − 2

9
∆h− 7

54
√

6
∆h3/2 − 5

243
∆h2 + O(∆h5/2) (18)
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Figure 5: Graphs of the Froude number for the left (solid line) and right (dashed line)
states of the step for the case ∆h = 0.2

Lemma 2.3. The stationary points of FL coincide with the points at which the function
FR is equal to 1.

The proof is obvious and is thus omitted.

Lemma 2.4. The left and right state variable vectors UL and UR cannot be identical
except for an in�nite value of the velocity.

The proof is obvious and is thus omitted. In fact, it is obvious from Fig. 5 that two
curves corresponding FL and FR values intersect only at ε = 1 with F →∞.

2.2.2 Energy Considerations for the Rankine-Hugoniot Conditions

In general, in addition to the system of equations (5) the condition that the energy of the
�uid particles does not increase across the discontinuity must be satis�ed. To apply this
condition we again consider a �uid lying between two vertical planes. The total energy
of water is given by the following expression:

T =
∫ xR

xL

Edx + W

where E is the column energy and W (x) is the work of the external force

E =
1

2
ρ(η + h)u2 +

1

2
ρg(η2 − h2), W =

∫ η

−h
p(xL)u(xL)dtdz −

∫ η

−h
p(xR)u(xR)dtdz

We note that our expression for E di�ers from the usual expression given in [1] due to
the di�erent potential energy associated to columns of water at di�erent bottom depths.
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For the energy conservation theorem the following condition has to be satis�ed together
with equations (5):

d

dt
T ≤ 0 (19)

where
d

dt
T =

d

dt

∫ xR

xL

Edx +
∫ η

−h
p(xL)u(xL)dz −

∫ η

−h
p(xR)u(xR)dz

If we now consider a stationary shock condition, ṡ = 0, condition (19) should be satis�ed
together with (9). This would allow us to determine physically admissible states charac-
terized by the ratio ε. In other words, we can rule out some possible solutions which are
allowed by inequalities (15).

Without loss of generality we can set hR = 0. After some algebraic calculations we
can arrive at the following equation

g

ρ

d

dt
T =

1

2
M(uR − uL)(uR + uL)− 1

2
φL(φL − 2ghL)uL + φ2

RuR − 1

2
φ2

LuL

Using the second equation of (9) and de�nition of the mass �ux M the time derivative of
total energy can be written as

d

dt
T =

M

4

(
((φL − ghL)2 − φ2

R)(φL + φR)

φLφR

− 2(φL − 2ghL) + 4φR − 2φL

)
(20)

Lemma 2.5. The interval where d
dt

T ≤ 0 holds depends on the sign of the volume �ux M .

Proof. The right-hand side of (20) can be written in the following non-dimensional form:
µ

4ε
(−ε3 + 3ε2 + (−3 + 2∆h + ∆h2)ε + 1− 2∆h + ∆h2) (21)

It is obvious that the sign of µ/4ε is de�ned by that of µ and is proportional to the
volume �ux. Therefore, the sign of the non-dimensional expression for the total energy is
related to the sign of the following third-order polynomial:

P 3(ε) = −ε3 + 3ε2 + (−3 + 2∆h + ∆h2)ε + 1− 2∆h + ∆h2

In order to study the sign of the polynomial we �rst �nd its roots by doing a perturbation
analysis in the neighborhood of ∆h = 0. This case is a singular case for P 3(ε) in which the
polynomial has one threefold root ε = 1. We again search for roots as a series expansion
with respect to

√
h and obtain the following expressions for the roots as a function of ∆h:

ε1 = 1−
√

2∆h1/2 +
∆h

2
−
√

2

16
∆h3/2 +

√
2

512
∆h2 +

√
2

8192
∆h3 + O(∆h7/2) (22)

ε2 = 1−∆h (23)

12



0.2 0.6 1 1.4 1.8
ε

-0.1

0

0.1

0.2

P
3 (

ε)

ε1
ε2 ε3

Figure 6: Graph of the polynomial P 3(ε)

ε3 = 1 +
√

2∆h1/2 +
∆h

2
+

√
2

16
∆h3/2 −

√
2

512
∆h2 +

√
2

8192
∆h3 + O(∆h7/2) (24)

It is worth noting that the second root is equal to the left boundary of the non-existence
region of the velocity as given by (14). Looking at the sign of the polynomial P 3(ε) in Fig.
6 we can now determine the regions where the energy dissipates. The admissible regions
of ε depend on the sign of the non-dimensional volume �ux µ and are the following:

µ > 0 : ε1 < ε < ε2 and ε3 < ε

and

µ < 0 : 0 < ε < ε1 and 1 < ε < ε3

2.3 Gas Dynamics analogy
Analogy between the isentropic gas dynamics and the shallow-water equations was noticed
in [1] for the �at bottom case and one dimensional problems. It is useful to study if such
an analogy can be extended to the present system with a source term. The isentropic
equations of gas dynamics in one dimension can be written as follows:

∂ρ̄

∂t
+

∂(ρ̄u)

∂x
= 0

∂(ρ̄u)

∂t
+

∂

∂x
(ρ̄u2 + p(ρ̄)) = 0

(25)
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where the pressure p is connected to the density by the relation:

p = kρ̄γ

The shallow water equations in one dimension read:

∂

∂t
(gd) +

∂

∂x
(gdu) = 0

∂

∂t
(gdu) +

∂

∂x
(gdu2 +

1

2
(gd)2) = 0

(26)

We now de�ne the following quantities

ρ̄ = d, p = kdγ, k =
1

2
, γ = 2

In the above notation systems (26) and (25) are identical.
When the cross sectional area of gas tube is not constant, a source term appears and

(25) is modi�ed as follows:

∂(aρ̄)

∂t
+

∂(aρ̄u)

∂x
= 0

∂(aρ̄u)

∂t
+

∂

∂x
(aρ̄u2 + ap(ρ̄)) = p(ρ̄)

∂a

∂x

∂a

∂t
= 0

(27)

where a(x) is the cross sectional area, and

p′(ρ̄) = k
γ

γ − 1
ρ̄γ−1

The one-dimensional shallow water equations with a variable bottom read:

∂

∂t
(gd) +

∂

∂x
(gdu) = 0

∂

∂t
(gdu) +

∂

∂x
(gdu2 +

1

2
(gd)2) = g(gd)

∂h

∂x

∂h

∂t
= 0

(28)

It is clear that due to the di�erence in the momentum conservation equation no analogy
exists between (27) and (28). One may argue that when a piecewise constant bottom and
cross sectional area are used the analogy can be restated. In fact as previously discussed
here and in [12] (where a and h are continuous, hence constant), systems (27) and (28)
are identical to (25) and (26), respectively. Di�erences arise in the discontinuity points
for the bottom and the cross sectional area. In fact, following the discussion in [12], the
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Figure 7: Initial condition for the local RP

Rankine-Hugoniot conditions, associated with the last equation of systems (27) and (28),
take the following form:

λ[a] = 0

When the cross sectional area/bottom is discontinuous the associated eigenvalue must be
zero λ = 0, and following [12] we can rewrite (27) in the conservative form for (h, u) )
and obtain the following conditions at the step bottom:

[aρ̄u] = 0

[
u2

2
+ p′(ρ̄)

]
= 0

(29)

In the case of the shallow-water equations no conservative form is available and the
Rankine-Hugoniot conditions for the �rst two equations are given by:

[gdu] = 0

[
gdu2 +

1

2
(gd)2

]
= +H

(30)

It is obvious that conditions expressed by (29) and (30) are di�erent.

3 Solution of the Riemann problem for a step bottom
In this section we build up the solution of the Riemann problem for (1) with piece-
wise constant initial data represented by UL, UR. The solution of the Riemann problem
problem, as depicted in Fig. 7, is represented by various regions of constant values of u and
φ separated by shock or rarefaction waves (see Fig. 8). In the present case, four di�erent
states are possible: UL(uL, φL), UR(uR, φR) � left and right initial data, UL∗(uL∗, φL∗) �
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Figure 8: wave patterns of the RP

the transition state between the 1-wave curve and the state left to the stationary wave
(the step), UR∗(uR∗, φR∗) � the transition state between the state right to the stationary
wave (the step) and the 3-wave curve.

An n-Wave is a shock or rarefaction wave in which the left and right state are con-
nected by relations using the n-th eigenvalue and associated eigenvector of the hyperbolic
equations (1). Such relations are the Rankine-Hugoniot conditions derived in section 2.1
and the standard wave relations for the conventional shallow water equations [9]. We
now consider the phase plane (u− φ). On the plane each point U with coordinates (u, φ)

represents the dynamic state of a vertical column of �ow. If the velocity u at the right of
a n-Wave (either shock or rarefaction) is expressed as a function of the value of φL∗ at the
same side and of the state at the left of the wave, then considering 1-wave, the function
uL∗(UL, φL∗) draws a curve on the phase plane. Each point on the curve represents the
right state of the corresponding 1-Wave while UL is the left state. The end points of the
piece-wise curve described connecting patches of the three curves (obtained by the three
n-Wave families) represent the initial condition and the intersecting points the transition
states. In the following three subsections the possible interaction between the three dif-
ferent types of existing waves are analyzed and then, on this basis, in the last subsection
the solution of the Riemann problem is constructed.

3.1 1-Wave Family Curve
As was studied in Section 2.1 the 1-Wave family curve corresponds to the 1-Wave family
of the conventional shallow water equations without the fourth equation for a source term
included. For given initial data of the left state and assuming that the total depth of the
right state is known, the velocity of the right state of the wave is completely determined
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and is given by [9]:

uL∗(UL, φL∗) = ω1(UL, φL∗) =





uL − 2(
√

φL∗ −
√

φL), φL∗ ≤ φL

uL − (φL∗ − φL)

√
(φL∗ + φL)

2φL∗ · φL

, φL∗ ≥ φL

(31)

Here UL is the variable vector of the left state whereas uL∗ and φL∗ are the velocity and
the square of the right celerity of the right state. Equation (31) can be used for a graphical
representation of the function ω1 (the ordinate of the point (φ, u)) in the phase plane.

Lemma 3.1. ω1(UL, φL∗) is a non increasing function of φL∗

The proof is omitted.

3.2 2-Wave Family Curve
The 2-Wave family curve called ω2 is drawn, in the phase plane, by the point (u, φ) whose
coordinates u and φ are the quantities at the right state of the stationary shock. For a
given left state (u0, φ0) of the stationary shock, the velocity u at the right is expressed by:

uR∗(UL∗, φR∗) = ω2(UL∗, φR∗) = ±
√√√√1

2

φL∗
φR∗

(φL∗ − g(hL − hR))2 − φ2
R∗

φL∗ − φR∗
(32)

Lemma 3.2. The function ω2(UL∗, φR∗) is always decreasing for the positive branch and
always increasing for negative branch in φR∗.

The proof is omitted.
On the other hand, if the 2-Wave is crossed from right to left, then the velocity of the

left state is given by (11):

uL∗ =
←−−−−−−−−
ω2(φL∗, φR∗) =

√√√√1

2

φR∗
φL∗

(φL∗ − g(hL − hR))2 − φ2
R∗

φL∗ − φR∗
(33)

From section 2.2.1 the admissible values of φ, for both equations (31) and( 32) are given
by the following inequalities:

0 < φR∗ ≤ φ0 − g(hL − hR) φL∗ < φR∗

We now study possible connections between 1-Wave and and 2-Wave family curves.
De�nition. A point (uR∗, φR∗) is the conjugate of (uL∗, φL∗) if their coordinates are

connected by (9)
De�nition. Two curves ω2(φL∗, φR∗) and ω1(UL, φL∗) are conjugate if all points

(uR∗, φR∗) of ω2 are conjugate, one to one, to the points (uL∗, φL∗) of ω1(UL, φL∗).
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Lemma 3.3. If two curves ω1 and ω2 are conjugate then the following condition holds:

Σ1,2(UL, UL∗, φR∗) =
←−−−−−−−−
ω2(φL∗, φR∗)− ω1(UL, φL∗) = 0 (34)

Proof. If ω2 is the conjugate of ω1 then the point (ω1(UL, φL∗), φL∗) represents the left
state of a stationary shock and ω1(UL, φL∗) is the velocity at the left of the stationary
shock. The left velocity is also given by (33)

Lemma 3.4. There exist two values of φR∗ for which Σ1,2(UL, UL∗, φR∗) = 0.

Proof. In the range 0 < φ ≤ φ′ − g(hL − hR) we have:

Σ1,2(UL, UL∗, 0) = −ω1(UL, φL∗)

Σ1,2(UL, UL∗, φR∗ − g(hL − hR)) = −ω1(UL, φL∗)

The function Σ is continuous and is not identically constant. Therefore, the lemma is
proven if we can show that the function has a stationary point inside in the interval
0 < φ ≤ φ′ − g(hL − hR). Using the result of lemma 2.2 the point φ = εsta,1 φ′ is a
stationary point for ←−−−−−ω2(φ

′, φ) inside the interval 0 < φ ≤ φ′ − g(hL − hR). On the other
hand, in the interval φ′ < φ we have

Σ1,2(U0, U
′, φ′) → +∞, Σ1,2(U0, U

′,∞) → +∞
Using the result of lemma 2.2 the point φ = εsta,2 φ′ is a stationary point for ←−−−−−ω2(φ

′, φ) for
φ′ < φ.

Lemma 3.4 shows that for each ω2 curve there can be two possible conjugate curves
ω1. That is, for each right state on the step there are two possible left states UL. Similar
non-uniqueness has been observed for other hyperbolic problems by other authors [12, 16].
We now use lemmas 2.1 and 2.5 to reduce non-uniqueness to a more narrow range.

Lemma 3.5. In order to satisfy the energy dissipation condition the curve ω2 has to be
split into positive and negative branches as follows

ω2(U0, φ) = −
√√√√1

2

φ0

φ

(φ0 − g(hL − hR))2 − φ2

φ0 − φ
, 0 <

φ

φ0

< ε1

ω2(U0, φ) = +

√√√√1

2

φ0

φ

(φ0 − g(hL − hR))2 − φ2

φ0 − φ
, ε1 <

φ

φ0

< ε2

ω2(U0, φ) = −
√√√√1

2

φ0

φ

(φ0 − g(hL − hR))2 − φ2

φ0 − φ
, 1 <

φ

φ0

< ε3

ω2(U0, φ) = +

√√√√1

2

φ0

φ

(φ0 − g(hL − hR))2 − φ2

φ0 − φ
, ε3 <

φ

φ0
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Figure 9: Plots of the left F and right F ′ Froude numbers at the step.

The proof is trivial and is based on the conclusion of lemmas 2.1 and 2.5.
Fig. 9 shows plots of the non-dimensional curves ω2(U0, φ) and ←−−−−−ω2(φ

′, φ), denoted by
F and F ′, respectively. As is seen from the plot, the solution is still non-unique in two
regions: ε1 < ε < 1−∆h due to the presence of εsta,1 and 1 < ε < ε3 due to the presence
of εsta,2. It is worth noting that when φ moves inside these intervals the value of F crosses
the F = 1 line (see Fig. 9) which corresponds to moving from a supercritical state to a
subcritical one (or vice versa). In fact, from F = 1 (where F is the Froude number of the
right state of the stationary shock) follows u =

√
φ. If we de�ne on the phase plane the

critical state curve C by the equation:

u = ±
√

φ

then we can see that for the values of φ in the above intervals of non-uniqueness the
corresponding 2-Wave family curve ω2(U

′, φ) crosses the critical state curve C, changing
the right state of the wave from a subcritical one to a supercritical one (or vice versa).

If we de�ne
Fmax = F ′(εsta,1), Fmin = F ′(εsta,2),

and Cmax and Cmin are the curves corresponding to the equations

u′ = ±Fmax

√
φ′, u′ = ±Fmin

√
φ′

respectively, we can draw the following conclusion from the analysis of Fig. 9: no values of
F are allowed in the region |Fmax| < |F | < |Fmin| and therefore the representative point
(u′, φ′) of the left state cannot be inside the two regions de�ned by curves Cmax and Cmin.
Thus, the critical state curve is internal to the domain bounded by Cmax and Cmin.
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As a result of the previous observations and lemma 2.3 we can say that the crossing
of the unity value by F corresponds to the change of sign for the derivative of F ′. The
non-uniqueness can be avoided if we require that the curve←−−−−−ω2(φ

′, φ) be always decreasing
in the positive branch and increasing in the negative one. This approach can be compared
to the monotonicity criterion presented by [12]. There the monotonicity criterion is equiv-
alent to requiring that no stationary shock cross the boundary of the hyperbolicity which
corresponds here to the critical state curve. The mathematical meaning of the crossing
is that the system of equations (1) is no longer hyperbolic when the representative point
(u, φ) of the curve ω2(U0, φ) is on the critical state curve. We now modify the de�nition
of curve ω2(U0, φ) in lemma (3.5) as follows :

ω2(U0, φ) = −
√√√√1

2

φ0

φ

(φ0 − g(hL − hR))2 − φ2

φ0 − φ
, 0 < φ

φ0
< ε1

ω2(U0, φ) =

√√√√1

2

φ0

φ

(φ0 − g(hL − hR))2 − φ2

φ0 − φ
, εsta,1 < φ

φ0
< ε2

ω2(U0, φ) = −
√√√√1

2

φ0

φ

(φ0 − g(hL − hR))2 − φ2

φ0 − φ
, 1 <

φ

φ0

< εsta,2

ω2(U0, φ) =

√√√√1

2

φ0

φ

(φ0 − g(hL − hR))2 − φ2

φ0 − φ
, ε3 < φ

φ0

(35)

Now it is possible to look for the solution of (34) in connection with the left conditions of
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the Riemann problem. To this end we introduce the following non-dimensional quantities:

γL =
φL

φ′L∗
, FL =

uL√
φL

Then Σ1,2 can be rewritten in the non-dimensional form as follows:

σ1,2 =





F ′(ε)−√γLFL + (1− γL)

√
1 + γL

2γL

, γL < 1

F ′(ε)−√γLFL + 2(1−√γL), γL ≥ 1

(36)

where

F ′(ε) = ±
√√√√1

2
ε
(1−∆h)2 − ε2

1− ε

The sign of the square root is de�ned by ε according to lemma 3.5. Now equation (34) in
the non-dimensional form reads:

σ1,2 = 0 (37)

which is a relation between ε and γL. For each value of ε equation (37) determines the
value of γL providing information about the left state of the Riemann problem.

Lemma 3.6. If F ′ − FL ≥ 0 and FL ≥ −2 the solution of equation (37) exists, is unique
and is contained inside the interval 1 ≤ γL.

Proof. When 1 ≤ γL we obtain from (36): the following expression for γL:

γL =

(
F ′ + 2

FL + 2

)2

(38)

If 1 ≤ γL holds then it can be shown that

F ′ − FL

FL + 2
≥ 0

The previous inequality is true for:




F ′ − FL ≥ 0

FL > −2





F ′ − FL ≤ 0

FL < −2

Lemma 3.7. For γL < 1 and FL > −2 we have ∂σ1,2

∂γL

< 0 and the function σ1,2 is
monotone in γL in the same interval.
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Proof. We need to study the sign of the derivative of σ1,2 respect to γL in the region
γL < 1. The derivative is given by

dσ1,2

dγL

=
−√2(1 + γL + 2γ2

L)− 2FLγ
3/2
L

√
1+γL

γL

4γ2
L

√
1+γL

γL

Since the denominator is always positive the sign of the derivative depends on the sign of
the numerator only. The numerator is negative if

−1 + γL + 2γ2
L√

γ2
L(1 + γL)

<
2FL√

2

The left-hand side is monotone for 0 < γL < 1 and attains its maximum at γL = 1.
Theferore, the following inequality holds:

−1 + γL + 2γ2
L√

γ2
L(1 + γL)

< − 4√
2

<
2FL√

2

which gives −2 < FL.

Lemma 3.8. Let F ′ − FL < 0. Then if FL > −2 the solution of (37) exists, is unique
and is contained inside the interval 0 < γL < 1 whereas if FL < −2 it exists, is unique
and is in the interval 1 ≤ γL.

The proof is omitted.
We know that for F ′ − FL > 0 and FL < −2 no solution exists. This situation

corresponds to the generation of a dry zone to the left side of the Riemann problem, so
the solution must have a di�erent structure. In fact, if FL < −2 then from F ′ − FL > 0

it follows that a rarefaction fan connects the left side condition with the right condition
of the 1-Wave, but the velocity of the left �uid is larger than the maximum velocity the
rarefaction fan can connect.

The summary of the previous discussion is as follows: for physically meaningful data
it is possible to uniquely join a 1-Wave curve with a 2-Wave curve connecting the left
initial data of the Riemann problem with the state on the right side of the step.

3.3 3-Wave family curve
The 3-Wave family curve corresponds to a 2-Wave family of the shallow water equations
without a source term. We now cross the wave from right to left. For a given initial right
state of the wave denoted by U0 the velocity on the left of the wave is given by [9] :

u(Uo, φ) =
←−−−−−−
ω3(Uo, φ) =





u0 + 2(
√

φ−
√

φ0), φ ≤ φ0

u0 + (φ− φ0)

√
(φ + φ0)

2φφ0

, φ ≥ φ0

(39)
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As in section 3.1, we now study the properties of the curve.

Lemma 3.9. ←−−−−−−ω3(Uo, φ) is an increasing function of φ.

The proof is similar to that of Lemma 3.1 and thus is omitted.
For a 3-Wave family curve, de�ned by (39), there exists a straightforward graphical

interpretation of its composition with a 2-Wave family curve: the point (u, φ) is the
intersection between ←−−−−−−ω3(UR, φ) and ω2(U

′, φ). If we de�ne

Σ2,3(U
′, UR, φ) =

←−−−−−−
ω3(UR, φ)− ω2(U

′, φ)

the condition of intersection is expressed by the following equation:

Σ2,3(U
′, UR, φ) = 0 (40)

Similar to the previous discussion, we de�ne the following non-dimensional quantities:

γR =
φR

φ′L∗
, FR =

uR√
φR

Then the curves ω2 and ←−ω3 can be expressed in the non-dimensional form as follows:

σ2,3 =





±
√√√√ 1

2ε

(1−∆h)2 − ε2

1− ε
−√γRFR − (ε− γR)

√
ε + γR

2εγR

, γR < ε

±
√√√√ 1

2ε

(1−∆h)2 − ε2

1− ε
−√γRFR − 2(

√
ε−√γR), ε ≤ γR

(41)

Recalling (13) we again de�ne:

√
εF (ε) = ±

√√√√ 1

2ε

(1−∆h)2 − ε2

1− ε

Then (40) takes the following form:
σ2,3 = 0 (42)

Lemma 3.10. For F − FR ≤ 0 and FR ≤ 2 the solution of (42) exists, is unique and is
contained in the interval ε ≤ γR.

Proof. When ε ≤ γL from (41) we obtain the following expression for γR:

γR = ε
(

F − 2

FR − 2

)2

(43)

If ε ≤ γL holds then we have the following conditions




F − FR ≤ 0

FR ≤ 2





F − FR ≥ 0

FR ≥ 2
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Lemma 3.11. For γR < ε and FR < 2 we have ∂σ2,3

∂γR

> 0 and the function σ2,3 is
monotone in the same interval.

The proof is similar to that for the 1-Wave and is thus omitted.

Lemma 3.12. Let F − FR ≥ 0. Then for FR < 2 the solution of (42) exists, is unique
and is contained in the interval 0 ≤ γR < ε, whereas for FR > 2 exists, is unique and is
in the interval ε ≤ γR.

The proof is omitted.
We remark that for F −√εFR ≤ 0 and FR > 2 no physical meaningful solution exists

due to the same reasons as in the section 3.2. The velocity at the right state generates a
dry-bed condition because it is above the maximum velocity the 3-wave fan can adjust.

The conclusions of lemmas 3.6, 3.8, 3.10 and 3.12 demonstrate the way of constructing
a path in the phase plane connecting the left and right initial conditions.

3.4 Conditions on the wave Patterns
The conclusions in the previous sections give arguments for the existence and uniqueness
of the solutions, hence the possibility to draw a path in the phase plane connecting the
representative point of the left state to the one representing the right state of the Rie-
mann problem. The resulting solution is bounded by some conditions implicitly expressed
by (13). These conditions are graphically represented in Fig. 10, where it is possible to
see that no points, representative of the state at the left of a stationary shock, can lie
between the curves CMAX and CMIN . This fact implies that some wave con�gurations
cannot be allowed.

Lemma 3.13. A wave pattern in which a 1-Wave shock overcomes a 2-Wave is not
possible.

Proof. If a 1-Wave overcome a 2-Wave the shock velocity has to be positive ṡ1 > 0 then
and for the Lax inequalities F ′ > 1. The condition for F ′ holds only for ε > ε3 and in
this interval F < 1 then λ1(u, φ) < 0. From the Lax inequalities

0 > λ1(u, φ) > ṡ > λ1(uR, φR) (44)

which contradict the initial assumption.

Lemma 3.14. A wave pattern in which a 3-Wave shock overcome, in the 2nd quadrant,
a 2-Wave is not possible for 0 ≤ ε ≤ ε1.
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Proof. If a 3-Wave curve is in the 2nd quadrant we then have ṡ ≤ 0 meaning:

λ3(U
′) < ṡ < 0

This condition is compatible with the values of F < −1. In the interval of interest the
value of F ′ > −1 corresponds to F < −1, hence

0 < λ3(U
′),

which contradicts the assertion.

Lemma 3.15. A rarefaction fan containing the stationary shock is not allowed.

Proof. If a rarefaction fan contains the t axis (the stationary shock) then the left state of
the stationary shock must have F ′ = 1 that is not compatible with function ←−−−−−ω2(φ

′, φ)

According to the previous lemmas the only possible alternative allowable pattern is
two subcritical 1-Wave and 3-Wave ( wave in the second quadrant of the x− t plane) and
a stationary shock, for ε values inside the interval 1 < ε < εsta,2. In fact in this case the
subcritical motion started at the right side of the step is extended to the left side as the
graph of F ′ in Fig. 9 shows. There is a physical reason to support this: the step acts as
a re�ecting mechanism on the signal incoming from the left and forcing the presence of a
1-Wave in the second quadrant in the presence of supercritical motion too. On the other
hand, when there is a subcritical motion from the right of the step there is no reason
for a re�ection turning in the �rst quadrant the 3-Wave, so it can extend to the second
quadrant.

3.5 Non Existence Conditions
From the analysis of the previous sections the unique solutions have a wave pattern
consisting of three non overlapping waves in the following order: 1-wave, 2-Wave and
3-Wave have a unique solution. The only exception is when either of the following two
sets conditions of are satis�ed

F ′ − FL > 0 FL < −2

or
F − FR ≤ 0 FR > 2

The �rst set conditions is compatible neither with 1-Wave rarefaction, see (38) nor with
a 1-Wave shock due to the energy considerations. The same reasoning is valid for the
second conditions which are compatible neither with a 3-Wave rarefaction, see (43), nor
with a 3-Wave shock due to the energy dissipation condition.
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3.6 Solution algorithm
The solution of the problem is obtained by solving the derived non-linear system for
internal states, either in the dimensional form (34) and (40) and in the non-dimensional
form (37) and (42). In our numerical experiments the non dimensional form has been used
throughout. Given a value for ε the corresponding values of γLand γR can be determined
and then the complete solution can be built.

4 Examples
In this section we present some examples of possible solutions of the Riemann problem
for system (1). The results are presented in the form of plots of the total depth and mean
velocity at time t = 0 and time t = 1s. Recalling the considerations of section 3.4 the
examples are chosen to represent the possible combinations of allowed wave patterns. We
set the acceleration due to gravity equal to g = 9.81. In all cases the bottom step is
positioned at x = 0 and has the height of 0.2 to the right of the origin, see the dashed
line on total depth plots.

4.1 Dam-break type problem
The dam-break case represents a combination of rarefaction and shock waves. The initial
conditions consists of two columns of water of di�erent heights and is as follows:

dL = 1.461837, dR = 0.308732, FL = FR = 0.0

The solution is presented in Fig. 11 and contains a left moving rarefaction wave, a
stationary shock at the step and a right-moving shock wave. The presence of the step
leads to the reduction of the total water height running to the right as compared to the
�at bottom case. This reduction is due to the stationary shock which dissipates part of
the energy of the shock wave.

4.2 Two rarefaction condition
In this case a divergent �ow is simulated. The initial conditions are given by:

dL = 2.597020, FL = −0.5,

dR = 4.62800, FR = 1.5.

The solution is shown in Fig. 12. As expected, it contains two rarefaction waves moving
away from the central stationary shock at the step. No signi�cant di�erence is noted
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Figure 11: Graphs of the total depth and mean velocity for the dam-breaking case.

compared to the �at bottom solution due to the fact that the initial conditions do not
induce any interaction between the travelling waves. Here the step has only a dissipative
e�ect.

4.3 Two shock case
In this case a convergent �ow is studied. The following initial conditions are used:

dL = 0.568999, FL = 0.9,

dR = 0.568999, FR = 0.0.

The solution is presented in Fig. 13. In this case the wave pattern is not di�erent from
that occuring in the case of the �at bottom. As was noted in the previous example, the
step acts as a energy dissipation mechanism.

4.4 Supercritical condition
In this case a supercritical motion ( FL > 1 ) from left is considered. The initial conditions
are given by

dL = 0.50370, FL = 1.5,

dR = 0.189824 FR = 0.0.

The solution is presented in Fig. 14. In this case there is a clear di�erence in the
wave pattern with respect to the �at bottom case: the presence of the step leads to the
appearance of a left-moving shock wave. This is a way in which the signal coming from
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Figure 12: Graphs of the total depth (a) and mean velocity (b) for the two rarefaction
case.

the left is re�ected by the step even if its Froude number suggests that no signal can go
upstream. This could be due to a micro-mechanism by which a wave approaching the
shore is re�ected and refracted in a numerical scheme that uses the present exact solution
the Riemann problem.

4.5 Negative supercritical motion
In this case a supercritical motion from right to left is considered. The initial conditions
are given by:

dL = 0.75, FL = −3.5,

dR = 1.1, FR = −1.5.

The solution is presented in Fig. 15. This is the other extreme case where the solution
di�ers signi�cantly from the �at bottom solution. The presence of the step introduces no
limitation in the signal propagation down-stream, and its e�ect is in dissipating energy by
the stationary shock at the step. The other two waves propagate without any restraint.

If the left Froude number is reduced a two shock case is obtained. The corresponding
initial conditions are given by

dL = 0.75, FL = −0.5

dR = 1.1, FR = −1.5

and the solution is shown in Fig. 16.
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Figure 13: Graphs of the total depth and mean velocity for the two shock case

5 Numerical comparisons
Here we show some comparisons of the exact and numerical solutions. First we present
an independent veri�cation of the fact that our exact solution to the Riemann problem is
the correct one. We do this by comparing some of the exact solutions from the previous
section with the numerical results of a �rst-order Lax-Friedrichs scheme combined with
the central-di�erence approximation of the source term.

Figs. 17 - 19 show the results of the numerical computations for a mesh of 10000
cells for three di�erent solution patterns. We observe that overall the numerical solution
agrees very well with our exact solution. In particular, positions and types of all waves
coincide. We also see overshoots in the numerical solution near the step position, which
are numerical artifacts.

We next demonstrate preliminary results of the practical application of present Rie-
mann solver in the framework of Godunov-type upwind methods. Here we use it in the
WAF method [8, 9, 3, 10, 11], which is a second-order TVD schemes. A detailed explana-
tion of the implementation of the Riemann solver in the framework of this method will be
reported elsewhere. Fig. 20 shows the preliminary results of the WAF method on a coarse
mesh of 2000 cells. We again observe good overall agreement between the numerical and
exact solutions. The obvious improvement over the Lax-Friedrichs method is the absence
of overshoots in the total depth pro�le at the step position and better resolution of all
waves.
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Figure 14: Graph of the total depth and mean velocity for the supercritical motion case
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Figure 15: Graph of the total depth and mean velocity for the negative supercritical
motion case with two rarefaction waves
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Figure 16: Graph of the total depth and mean velocity for the negative supercritical
motion case with two shock waves
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Figure 17: Lax-Friedrichs (symbols) versus exact (solid line) solutions of problem 4.1. A
mesh of 10000 cells is used in the numerical solution.
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Figure 18: Lax-Friedrichs (symbols) versus exact (solid line) solutions of problem 4.2. A
mesh of 10000 cells is used in the numerical solution.
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Figure 19: Lax-Friedrichs (symbols) versus exact (solid line) solutions of problem 4.5. A
mesh of 10000 cells is used in the numerical solution.
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Figure 20: Numerical solution by the WAF method on the mesh of 2000 cells (symbols)
versus the exact solution (solid line) for problem 4.1.

6 Conclusions
An exact solution of the Riemann problem for the shallow water equations with a dis-
continuous step-like bottom geometry has been presented. The solution is built by �rst
adding to the conventional system of the shallow-water equations an additional, fourth
equation for the bottom pro�le and then solving the new, extended system. Conditions
for the existence and uniqueness of the solution have been found. Using the conservation
of mass and momentum, the Rankine-Hugoniot conditions for the stationary shock wave
on the step have been derived. These conditions satisfy the principle of dissipation of
energy. This together with an additional condition that a transition from subcritical to
supercritical �ow across the step is not allowed makes the solution unique.

Examples of solutions have been presented for some typical con�gurations. These
illustrate the possible wave patterns which may occur in the Riemann problem solution.
Next, the exact solution constructed here has been veri�ed against a �rst-order dissipative
method. Good agreement has been observed. Finally, we have used the proposed Riemann
solver in a Godunov-type scheme for the shallow water equations with variable bottom
geometry. Preliminary results look encouraging. A more detailed account on this will be
reported elsewhere.
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