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Abstract

In this paper we investigate the e�ciency of the method of Perfectly

Matched Layers (PML) for the 1-d wave equation. The PML method

furnishes a way to compute solutions of the wave equation for exterior

problems in a �nite computational domain by adding a damping term

on the matched layer. In view of the properties of solutions in the

whole free space, one expects the energy of solutions obtained by the

PML method to tend to zero as t →∞, and the rate of decay can be

understood as a measure of the e�ciency of the method. We prove,

indeed, that the exponential decay holds and characterize the expo-

nential decay rate in terms of the parameters and damping potentials

entering in the implementation of the PML method. We also consider

a space semi-discrete numerical approximation scheme and we prove

that, due to the high frequency spurious numerical solutions, the decay

rate fails to be uniform as the mesh size parameter h tends to zero.

We show however that adding a numerical viscosity term allows us to

recover the property of exponential decay of the energy uniformly on
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h. Although our analysis is restricted to �nite di�erences in 1-d, most

of the methods and results apply to �nite elements on regular meshes

and to multi-dimensional problems.

1 Introduction.

When numerically solving wave propagation problems in unbounded do-
mains, because of the �nite computational possibilities, one has to truncate
the computational domain. This makes it necessary to choose boundary con-
ditions at the newly formed exterior boundary. These boundary conditions
are relevant, for example in problems arising in acoustics and electrodynam-
ics, since they may have a signi�cant impact on the whole solution due to
re�ections.
In order to avoid those spurious re�ections a natural method, introduced by
Engquist and Majda in [16], is based on the use of the so-called transparent
boundary conditions. This method is, however, hard to implement. The
transparent boundary conditions are often of non-local nature, depend on
the geometry of the domain, etc. For the state of the art, we refer to the
survey article [29].
An alternate approach, proposed by Bérenger in [10] in 1994, is the so-called
method of the Perfectly Matched Layers (PML). The idea consists in sur-
rounding the computational domain by a layer and extending the equation
to it adding damping terms designed to dissipate the energy entering in it,
such that no spurious re�ection waves are created. This method, �rst in-
troduced to deal with Maxwell's equations, has been successfully adapted to
many other wave models, see the survey article [26].

This article is aimed to develop a complete rigorous analysis in 1-d for the
PML model associated to the scalar wave equation. Our work is inspired on
the existing literature on the control and stabilization of waves.
More precisely, the object of this paper is twofold. First, we analyze the
continuous 1-d wave equation to accurately describe the e�ciency of the
PML method in terms of the various parameters entering in it and second,
we consider semi-discrete numerical approximation schemes. To the best of
our knowledge, the study of this system has only been developed by a plane
wave analysis ([9]), where explicit formulas are given for the amplitudes of
the re�ected and transmitted waves around the interface.
To be more precise, we consider the wave equation in an unbounded domain
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of the form (0,∞) with homogeneous Neuman boundary conditions at x = 0
and initial data in L2(0,∞) with compact support:{

∂2
ttu− ∂2

xxu = 0, x > 0, t > 0,
∂xu(0, t) = 0.

(1.1)

In the hyperbolic form, considering the physical variables P = −∂xu and
V = ∂tu, the system under consideration can be written as follows

∂tP + ∂xV = 0 in (0,∞)× (0, T )
∂tV + ∂xP = 0 in (0,∞)× (0, T )
P (0, t) = 0
P (x, 0) = P0(x), V (x, 0) = V0(x).

(1.2)

Its solution can be computed explicitly by the method of characteristics
(which gives D'Alembert's formula). Since we assume the initial data to
be compactly supported, for instance in (0, a) for some a > 0, it follows that
the solutions (P, V ) will vanish in (0, a) for t ≥ 2a, which is the time needed
for waves to go from x = a to x = 0 and back to x = a after re�ection. The
fact that P and V reach the zero state in time t = 2a in (0, a) is also re�ected
on u, that stabilizes to the constant

∫ a

0
V0(x) dx for t ≥ 2a on the interval

(0, a).

The goal of the PML method, when applied to this 1-d model, is to reproduce
this very property of P, V but by solving a problem in a bounded domain.
For convenience, we translate the domain (0,∞) where waves propagate to
(−1,∞) and focus on the restriction of solutions on the compact domain
(−1, 0). This can be done, by scaling, without loss of generality. Then,
solutions (P, V ) with initial data compactly supported in (−1, 0) vanish on
(−1, 0) for t ≥ 2 and we expect that the approximate solutions, obtained
by the PML method in a bounded domain, will reproduce this property. A
way of measuring how small is the restriction of the approximate solutions
to (−1, 0) is analyzing the time decay properties of its energy as t→∞.
The PML method is designed to give an accurate approximation of the so-
lutions of (1.2) in (−1, 0), by solving the following system on the domain
(−1, 1), in which the space-layer (0, 1) has been added:

∂tP + ∂xV + χ(0,1)σP = 0 in (−1, 1)× (0, T )
∂tV + ∂xP + χ(0,1)σV = 0 in (−1, 1)× (0, T )
P (−1, t) = P (1, t) = 0
P (x, 0) = P0(x), V (x, 0) = V0(x).

(1.3)
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Here σ is a positive function de�ned on (0, 1), which is assumed to be in
L1(0, 1). Note that within the added layer (0, 1) the equations in (1.3) have
been modi�ed by adding the terms involving the dissipative potential σ.
Throughout the paper the function σ is extended on (−1, 1) by zero in (−1, 0).
Actually, one can recover most of the results presented here in the case where
the added space-layer is (0, r) by a scaling argument, which maps (−1, r) to
(−1, 1) and by considering functions σ in (1.3) vanishing in (−1, 2/(1 + r)).
We analyze (1.3) for all initial data though, as we have said, the relevant
ones in the context of the PML method, are those with compact support in
(−1, 0). Recall that the true solution (P, V ) of (1.2) vanishes in (−1, 0) for
t > 2 when the initial data have support in (−1, 0). So we expect the energy
of the PML solutions localized in (−1, 0) to be small when t > 2. Then the
exponential decay rate of the restriction of solutions of (1.3) to (−1, 0) is a
way of measuring the e�ciency of the PML method and the chosen damping
potential σ. Actually, as we shall see, it coincides with the decay rate of the
total energy of solutions. Thus, most of the paper will be devoted to analyze
the later.
System (1.3) is well-posed, and the total energy of solutions

E(t) = E(P (t), V (t)) =
1

2

∫ 1

−1

(
|P (t, x)|2 + |V (t, x)|2

)
dx (1.4)

is dissipated according to the following law

dE

dt
(t) = −

∫ 1

0

σ(x)
(
|P (t, x)|2 + |V (t, x)|2

)
dx. (1.5)

This last equation shows the well-posedness of the 1-d PML equations in the
space (P, V ) ∈ C([0,∞);L2(−1, 1)2).

As far as we know, the problem of the exponential decay of the energy for the
PML method has not been addressed in detail so far. In [6] it was stated that
a �rst order energy of solutions for Maxwell's PML model with a constant σ
decays, but no decay rate was given.
In our analysis we will follow the techniques of [14], which, actually, in the
present setting, can be applied more simply. Note that system (1.3) and
its dissipative properties are similar to those of the classical damped wave
equation: {

∂2
ttw − ∂2

xxw + 2a(x)∂tw = 0 in (−1, 1)× (0, T )
w(0, t) = w(1, t) = 0.

(1.6)
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In this case, the energy dissipation law reads :

d

dt

(1
2

∫ 1

0

(
|∂tw|2 + |∂xw|2

)
dx
)

= −2

∫ 1

0

a(x)|∂tw|2 dx. (1.7)

For system (1.6), it is well-known that the energy decays exponentially as
t → ∞ provided a ≥ 0 is strictly positive on some subinterval. Moreover,
in [14] the exponential decay rate was characterized as the spectral abscissa,
for a ∈ BV (−1, 1).
Actually, in the special case where σ is constant, the PML equations (1.3) in
(0, 1) read as follows:

∂2
ttu− ∂2

xxu+ 2σ∂tu+ σ2u = 0 in (0, 1)× (0, T ), (1.8)

which is a dispersive variant of system (1.6), since (1.8) contains the extra
term σ2u. As we shall see, the presence of this added dispersive term simpli-
�es the spectral analysis of the system.

We de�ne the exponential decay rate of solutions of (1.3) as a function of σ,
by

ω(σ) = sup{ω : ∃C, ∀(P0, V0) ∈ (L2(−1, 1))2,

∀t, E(t) ≤ CE(P0, V0)exp(−ωt)}. (1.9)

For each ω ≤ ω(σ), we de�ne C(ω) as the best constant such that

∀(P0, V0) ∈ (L2(−1, 1))2, ∀t, E(t) ≤ C(ω)E(P0, V0)exp(−ωt). (1.10)

Note that this actually measures the decay rate of the energy of solutions of
(1.3) in the whole domain, not only in (−1, 0). However, we will prove that
the decay rates of the energy of the restriction of solutions of (1.3) to (−1, 0)
and in the whole domain coincide.
Let us also de�ne the space operator L by

L(P, V ) = (∂xV + χ(0,1)σP, ∂xP + χ(0,1)σV )
D(L) = H1

0 (−1, 1)×H1(−1, 1).
(1.11)

This unbounded operator on L2(−1, 1) is the generator of a semi-group of
contractions solving the equations (1.3). We prove that the decay rate ω(σ)
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satis�es ω(σ) = 2S(σ), where S(σ) is the spectral abscissa, de�ned in terms
of Λ(L), the spectrum of the operator L, as follows:

S(σ) = sup{Re(λ) |λ ∈ Λ(L)}. (1.12)

This is done by means of a complete description of the spectrum of L, that
also shows that ω(σ) coincides with

I =

∫ 1

0

σ(x) dx, (1.13)

which is a measure of the total damping entering in the system.
This result con�rms the ones in [7]-[9]-[8] about the e�ciency of taking a
singular damping σ /∈ L1 for the PML method for the Helmholtz equation.
Our characterization (1.13) of the decay rate as the integral of σ con�rms
that, when taking σ singular, the decay rate may be made arbitrarily large.

In the second part of this article, we investigate the decay of the energy for
the following semi-discrete �nite-di�erence approximation scheme for PML:

∂tPj +
Vj+1−Vj

h
+ σjPj = 0, j ∈ {−N + 1, . . . , N − 1}

∂tVj +
Pj−Pj−1

h
+ σj−1/2Vj = 0, j ∈ {−N + 1, . . . , N}

P−N = PN = 0.

(1.14)

The notations we employ are the classical ones for �nite di�erences: h = 1/N ,
for some N ∈ N, is the mesh size, xj = jh, j = −N, · · · , N constitute
the mesh points and Pj and Vj are approximations of P on xj and of V
on (xj−1 + xj)/2. We approximate the function σ by a piecewise constant
function taking the value σj+1/2 on each (xj, xj+1) and denote by σj the mean
value of σj−1/2 and σj+1/2.

The energy Eh(t) of the semi-discrete system (1.14) is given by

Eh(t) =
h

2

N∑
j=−N+1

(
|Pj(t)|2 + |Vj(t)|2

)
, (1.15)

and can be interpreted as a discretization of the continuous energy E in
(1.4). It decays exponentially as t→∞. But, as we shall see, the decay rate
is not uniform on h. This is due to the spurious high frequency numerical
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oscillations whose group velocity is close to zero. The e�ect of these spurious
oscillations has already been noticed in a number of articles in connection
with the qualitative properties of numerical waves since [28] and further
developed in the survey article [32]. We give a precise analysis of the spectrum
in terms of h and σ, when σ is a constant on (0, 1), that will further clarify
this lack of uniform (on h) exponential decay.

Inspired by [27], in order to remedy this lack of uniform decay, we consider
the following viscous scheme, which is again convergent of order 2:

∂tPj +
Vj+1−Vj

h
+ σjPj − h2(∆hP )j = 0, j = −N + 1, . . . , N − 1,

∂tVj +
Pj−Pj−1

h
+ σj−1/2Vj − h2(∆hV )j = 0, j = −N + 1, . . . , N,

P−N = PN = 0, V−N = V−N+1, VN+1 = VN .
(1.16)

Here and in the sequel ∆h denotes the classical discretization of the Laplace
operator:

(∆hA)j =
1

h2
(Aj+1 + Aj−1 − 2Aj).

The energy of this modi�ed system is further dissipated by the added nu-
merical viscosity terms:

dEh

dt
(t) = −h

N∑
j=−N+1

σj|Pj|2 − h
N∑

j=−N+1

σj−1/2|Vj|2

− h3

N−1∑
j=−N

((Pj+1 − Pj

h

)2

+
(Vj+1 − Vj

h

)2)
. (1.17)

In particular, the viscosity terms provide an e�cient dissipation on the high
frequency waves and, accordingly, as we shall see in Theorem 5.1, the decay
rate is uniform on h.
Furthermore, we prove in Theorem 5.2 that the decay rate of the energy of
the semi-discrete approximation schemes (1.16) coincides with the continu-
ous one, that is I, under an appropriate choice of the viscosity parameter.
In other words, we can recover the dynamical properties of the continuous
PML at the semi-discrete level.
This numerical technique of adding numerical viscosity provides a way to
keep the PML method accurate at the semi-discrete level. Inspired on previ-
ous work on the control of waves ([32]), we may expect that other remedies
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will also allow preserving the uniform (on h) decay properties of the energy,
for instance a mixed-�nite element method as in [4] and [12] or a multi-grid
scheme as in [17] and [19].
Actually, most of the results presented here at the semi-discrete level have a
very wide range of validity, and can be extended to di�erent approximation
schemes, for instance using �nite elements, and even in higher dimension.
In particular, the construction in subsection 4.1 works and proves that in
general the discrete energy cannot be uniformly exponentially decaying, if a
numerical viscosity is not added.

Here is a brief overview on the PML method and its possible applications.
The mathematical analysis of the continuous model was done in [21] and
[13], where it was proved that the solution of the continuous PML for the
Helmholtz equation with an in�nite layer corresponds exactly to the un-
bounded solution in the computational domain. Moreover, it was also stated
that, if the layer is bounded but large enough, solutions provide a good ap-
proximation in the computational domain. Moreover, it was proved in [8]
that when the layer is bounded, the PML method for the Helmholtz equa-
tion recovers the exact solution in the computational domain if we choose a
radial damping potential σ /∈ L1.
Unfortunately, it was proved in [1] that the PML method is only weakly well-
posed for Maxwell's equations in the sense that the functions involved in the
splitting induced by the PML method do not stay in the same functional
space as the initial data, thus requiring smoother initial data. This also im-
plies that instabilities may arise under small perturbations. A number of
articles has been devoted to gain a better comprehension of these problems
on well-posedness and instabilities in the continuous case ([6], [5], [23] and
[30]). New absorbing layers were also proposed in the continuous case for
Maxwell's equations and advective acoustics, in particular, in [2], [3], [26].

The structure of the present paper is the following. In section 2, we carefully
analyze the spectral properties of the space operator L, by using a shooting
method. This will allow us to give an explicit formula for its spectrum in
Theorem 2.1. In section 3, we prove that the quantities I, S, and ω(σ) above
coincide. We will also prove that the inequality (1.10) holds for ω = ω(σ)
and give some estimates on the best constant C(ω(σ)) in this inequality. We
also give an explicit representation formula for the solutions of the continu-
ous PML equations and deduce the optimality of our estimates. In section 4,
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we address the same issues for the space semi-discrete system. We show that
the high frequency spurious numerical solutions are responsible for a lack
of uniform exponential decay of the energy and, in the special case where
σ is constant, we give an asymptotic description of the spectrum of the dis-
cretized operator. Finally, in section 5, we consider the viscous scheme (1.16)
and prove the exponential decay of the energy, uniformly in h.

2 Analysis of the space operator L.

The aim of this section is to give a complete description of the spectral
properties of L de�ned as in (1.11).

Theorem 2.1. Let σ ∈ L1(0, 1) be a non-trivial and non-negative function.
Then:

1. The operator L has a compact inverse.

2. The spectrum of the operator L coincides with the set of the eigenvalues

λk =
1

2

(∫ 1

0

σ(x) dx+ ikπ
)
, k ∈ Z. (2.1)

3. The eigenvectors (Pk, Vk) form a Riesz basis of L2(−1, 1)2.

Let us �rst remark that the �rst statement implies that the spectrum is
discrete. The interest of the second statement is that it provides an explicit
description of the eigenvalues. The last claim allows characterizing the decay
rate in terms of the spectral abscissa. The following subsections will be
devoted to the proof of each of these three statements.

2.1 Inverse of the operator L.

Consider the system

(P, V ) ∈ D(L) ; L(P, V ) = (f, g).

where f and g are two given functions in L2(−1, 1).

To solve this problem, we consider Q = P + V and R = V − P that satisfy

∂xQ+ σ(x)Q(x) = f(x) + g(x), ∂xR− σ(x)R(x) = f(x)− g(x). (2.2)
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Introducing the boundary conditions P = 0 at x = ±1, this yields

Q = R, x = ±1. (2.3)

Then straightforward computations show that equations (2.2)-(2.3) have a
unique solution if and only if I 6= 0, which is true since σ is a non-trivial
non-negative function.
By (2.2) and (2.3) we deduce that L−1 de�nes a bounded operator

L−1 : L2(−1, 1)2 → H1
0 (−1, 1)×H1(−1, 1),

which turns out to be compact as an operator from L2(−1, 1)2 into itself.

2.2 Analysis of the spectrum : Eigenvalues of L.

The system characterizing the spectrum is as follows:{
∂xV + σP = λP, ∂xP + σV = λV, x ∈ (−1, 1)
P (−1) = P (1) = 0.

Using the functions Q and R as in the previous section gives

Q(x) = Q(−1)e−
R x
−1(σ(z)−λ) dz, R(x) = R(−1)e

R x
−1(σ(z)−λ) dz.

The boundary conditions yield (2.3). Then λ is an eigenvalue if and only if

exp(−
∫ 1

−1

(σ(z)− λ) dz) = exp(

∫ 1

−1

(σ(z)− λ) dz). (2.4)

Hence the result (2.1).

Remark: Note that the eigenvalues are totally explicit for all damping po-
tentials σ. This is not the case for the damped wave equation (1.6), which,
when written as a �rst order system, corresponds to adding the damping
potential only in one of the equations of the system. In that case, (2.1) only
holds asymptotically for high frequencies and this under the assumption that
σ ∈ BV (−1, 1) (see [14]).
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2.3 Analysis of the spectrum : Eigenvectors.

De�ne the function θ by

θ(x) =

∫ x

−1

(
σ(z)− I

2

)
dz. (2.5)

This function can be seen as a measure of the di�erence between the dissipa-
tive term σ and the average dissipation I/2. Note also that θ(−1) = θ(1) = 0.
We remark that for all eigenvectors Pk, Vk, the functions Qk, Rk as in the pre-
vious section satisfy (taking Q(−1) = R(−1) = 1) :

Qk(x)exp(θ(x)) = e
ikπ
2

(x+1), Rk(x)exp(−θ(x)) = e−
ikπ
2

(x+1).

Our purpose now is to check that the family (Pk, Vk) constitutes a Riesz basis
in L2(−1, 1)2 (see [31] for an introduction to that subject). This means in
particular that any pair of functions (f, g) ∈ L2(−1, 1)2 can be written in an
unique way as follows:

(f, g) =
∑

ak(Pk, Vk), (2.6)

with ∑
|ak|2 ' ‖(f, g)‖2. (2.7)

To prove this, we observe that (2.6) is equivalent to:{
(f + g)(x)eθ(x) =

∑
akQk(x)e

θ(x) =
∑
ake

ikπ
2

(x+1)

(g − f)(x)e−θ(x) =
∑
akRk(x)e

−θ(x) =
∑
ake

− ikπ
2

(x+1).

Then, the coe�cients {ak} of the decomposition (2.6) of (f, g) on the basis
{(Pk, Vk)} can be identi�ed as the Fourier coe�cients of the function W
de�ned in (−3, 1) by

W (x) =

{
(f + g)(x)exp(θ(x)), −1 < x < 1
(g − f)(−2− x)exp(−θ(−2− x)), −3 < x < −1.

(2.8)

In other words (2.6) holds if and only if

W (x) =
∑

k

akexp
(ikπ

2
(x+ 1)

)
, x ∈ (−3, 1). (2.9)
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ObviouslyW is in L2(−3, 1) if and only if (f, g) is in L2(−1, 1)2, and therefore
(2.7) holds.
This construction de�nes an isomorphism I, which maps the eigenvectors
ψk = (Pk, Vk) to the classical Fourier basis of L2(−3, 1):

I(f, g) = W, (2.10)

where W is the function given in (2.8). Note that this implies that any
function ψ ∈ (L2(−1, 1))2 can be expanded as

∑
akψk, where the coe�cients

ak satis�es:
‖Iψ‖2

L2(−3,1) = 4
∑

|ak|2.

Remark: In [14], it was proved (see Theorem 5.5) that the solution y2(x, λ)
of the Cauchy-Lipschitz system{

−∂2
xxu+ λ2u+ 2a(x)λu = 0, x ∈ (−1, 1)

u(−1, λ) = 0, ∂xu(−1, λ) = 1,

which naturally arises when dealing with the spectral problem associated to
a damped string, satis�es the following properties:{

y2(x, λn) = 2 sinh(ξ(x)+inπ(x+1)/2)

inπ−
R 1
−1 a(x) dx

+O(1/n2)

∂xy2(x, λn) = cosh(ξ(x) + inπ(x+ 1)/2) +O(1/|n|),

where λn is the n-th root of λ→ y2(1, λ) and ξ is

ξ(x) =

∫ x

−1

a(s) ds− (x+ 1)
1

2

∫ 1

−1

a(x′) dx′.

As indicated in the introduction, the dissipative potential σ(x) of the PML
method plays the same role as a(x) in the dissipative wave equation (1.6).
Obviously, the function ξ(x) plays the same role as θ(x) in (2.5). We conclude
that the eigenvectors of the damped wave equation are asymptotically close
to the ones of the PML system.

3 On the decay of the energy.

3.1 On the decay rate.

Theorem 3.1. The energy of the continuous PML system (1.3) is exponen-
tially decaying. More precisely,

∃C > 0, s.t. ∀t > 0, E(t) ≤ Cexp(−ω(σ)t), (3.1)
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for all solution of (1.3) with ω(σ) as in (1.9). Moreover, ω(σ) = I = 2S(σ),
with I and S(ω) as in (1.13) and (1.12), and the best constant C(ω(σ)) in
(3.1) as de�ned in (1.10) satis�es:

C(ω(σ)) ≤ exp(4‖θ‖∞), (3.2)

where θ = θ(x) is as in (2.5).

Proof. Equality I = 2S(ω) was actually proved in the last section. From the
previous section, we also know that the family of eigenvectors ψk = (Pk, Vk)
constitutes a Riesz basis of L2(−1, 1)2 and this is su�cient to characterize
the exponential decay rate as the spectral abscissa, i.e. ω(σ) = 2S(σ).
We now give further estimates on the decay rate in order to obtain (3.2),
using the explicit isomorphism I given in (2.8).
Given U0 = (P0, V0) ∈ L2(−1, 1)2, we expand U0 in the basis ψk : U0 =∑
akψk. We have :

2E0 = ‖U0‖2
L2(−1,1)2 ≥ ‖I‖−2‖IU0‖2

L2(−3,1) ≥ 4‖I‖−2
∑

|ak|2.

It is easy to check that

U(t) =
∑

akexp(−λkt)ψk,

and then
‖IU(t)‖2

L2(−3,1)2 = exp(−tI)
∑

|ak|2.

But
2E(t) = ‖U(t)‖2

L2(−1,1)2 ≤ ‖I−1‖2‖IU(t)‖2
L2(−3,1)2 .

Combining these inequalities, we get

E(t) ≤ ‖I‖2‖I−1‖2exp(−tI)E0. (3.3)

On the other hand, obviously, the exponential decay rate I is optimal as one
can see by analyzing the solutions in separated variables.

According to (3.3) we have C(ω(σ)) ≤ κ(I)2, where κ(I) is the conditioning
number κ(I) = ‖I‖ · ‖I−1‖, but we would like to derive a more explicit ex-
pression in terms of the damping potential σ. By Parseval's identity applied
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to (2.9), for f and g in L2(−1, 1) we get:

‖I((f, g))‖2
L2(−3,1)2 = 4

∑
|ak|2 =

∫ 1

−1

|f(x) + g(x)|2exp(2θ(x)) dx

+

∫ 1

−1

|f(x)− g(x)|2exp(−2θ(x)) dx. (3.4)

As a consequence,

2exp(−2‖θ‖∞)‖(f, g)‖2
L2(−1,1)2 = 2exp(−2‖θ‖∞)

∫ 1

−1

(
|f(x)|2 + |g(x)|2

)
dx

≤ ‖I((f, g))‖2
L2(−3,1)2 ≤ 2exp(2‖θ‖∞)‖(f, g)‖2

L2(−1,1)2 .

Accordingly,

‖I‖2 ≤ 2exp(2‖θ‖∞), ‖I−1‖2 ≤ 1

2
exp(2‖θ‖∞),

and (3.2) holds.

In order to discuss the e�ciency of the PML method and, more precisely,
that of system (1.3), we recall that it has been designed to provide an ap-
proximation of the solution of (1.2) in (−1, 0) for initial data with support
in (−1, 0). Accordingly, we de�ne El and Er as the energy on the left and
right subdomains respectively:

El(P, V ) = 1
2

∫ 0

−1

(
|P (x)|2 + |V (x)|2

)
dx,

Er(P, V ) = 1
2

∫ 1

0

(
|P (x)|2 + |V (x)|2

)
dx.

(3.5)

Theorem 3.2. Let P0 and V0 be the initial data for the PML equations (1.3)
with support in (−1, 0). Then,

El(P (t), V (t)) ≤ exp(I(2− t))E0

Er(P (t), V (t)) ≤ exp(I + 2‖θ‖∞ − It)E0.
(3.6)

Proof. The result follows from careful upper bounds in the previous proof,
using (3.4), the conditions on the support of initial data, and the fact that
the L∞(−1, 0) norm of θ is precisely I/2. This leads us to

E0exp(I) ≥
∑

|ak|2 ≥ El(P (t), V (t))exp((t− 1)I).

This establishes the �rst inequality. The second one is left to the reader.
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3.2 Comments

As a consequence of (3.6), if we �x a shape σ for the damping potential,
and if we de�ne the sequence of ampli�ed potentials σn(x) = nσ(x), then the
corresponding solutions (Pn, Vn) to the PML system with initial data (P0, V0)
supported in (−1, 0) damped by σn tend to zero in L2((−1, 0))2 for t > 2 as
n→∞.

Theorem 3.1 also con�rms the results in [7] and [9], where it was proved by a
plane wave analysis that the re�ection coe�cient on x = 0 is of order exp(−I)
and that, taking a function σ /∈ L1(0, 1), makes the PML method very ef-
�cient. In [7]-[9] numerical computations were done for di�erent choices of
σ : σ1(x) = (1 − x)−1 − 1, σ2(x) = (1 − x)−2 − 1 and σ3(x) = (1 − x)2.
Numerical evidences in [7] show that the Helmholtz PML system is clearly
more accurate for σ1 and σ2 than for σ3. A precise proof was also given in
[8] through the analysis of the Dirichlet-to-Neuman operator associated to
the PML. Unfortunately, this kind of proof does not seem to hold anymore
at the discrete level. Our result (3.1) on the decay rate of the energy also
justi�es these numerical evidences, since σ1 and σ2 do not belong to L1 and
have in�nite average. As we shall see in the sequel, the methods we present
here are more robust and will allow us to study the semi-discrete equations
as well.

Let us now analyze the function θ entering in (3.2), which is obviously con-
tinuous on (−1, 1). It is easy to see that the L∞ norm of θ is exactly I/2
on (−1, 0). On (0, 1), the situation is more complex : θ is di�erentiable on
(0, 1), its derivative is θ′(x) = σ(x) − I/2, and θ(0) = −I/2, and θ(1) = 0.
We can also remark that ‖θ‖∞ = − inf θ ≤ I.
A natural question is trying to minimize the quantity ‖θ‖∞ on the positive
potentials σ which have a given integral I0. Easy considerations indicate
that there are many di�erent σ which satisfy ‖θ‖∞ = I0/2, the most natural
one being the choice σ = I0. However, in view of (3.6), this discussion is
irrelevant if we are only considering the energy El concentrated in (−1, 0).

3.3 Optimality of the decay rate.

We complete this section with some results on the optimality of the decay
rates we observed.
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Theorem 3.3. The estimates given in (3.2) and in Theorem 3.2 are sharp.

Proof. We rewrite the system (1.3) in the following way :
∂t(P + V ) + ∂x(P + V ) + σ(P + V ) = 0 in (−1, 1)× (0, T )
∂t(P − V )− ∂x(P − V ) + σ(P − V ) = 0 in (−1, 1)× (0, T )
P (−1, t) = P (1, t) = 0.

Using characteristics leads to :

(P − V )(x, t) = (P0 − V0)(x+ t)exp(−
∫ x+t

x
σ(y) dy), x ≤ 1− t

(P − V )(x, t) = (P − V )(1, 1− x)exp(−
∫ 1

x
σ(y) dy), x > 1− t

(P + V )(x, t) = (P + V )(−1, x+ 1)exp(−
∫ x

−1
σ(y) dy), x < t− 1

(P + V )(x, t) = (P0 + V0)(x− t)exp(−
∫ x

x−t
σ(y) dy), x ≥ t− 1.

(3.7)

We deduce that :

E(t) =
1

4

∫ 1

−1

(
|(P + V )(x, t)|2 + |(P − V )(x, t)|2

)
dx

≤ 1

4
exp
(
− 2 inf

γ∈Rt

∫
γ

σ(y) dy
)∫ 1

−1

(
|(P0 + V0)(x)|2 + |(P0 − V0)(x)|2

)
dx

= exp(−2 inf
γ∈Rt

∫
γ

σ(y) dy)E0,

where Rt is the set of characteristic rays of length t. Besides, by these
formulas it is easy to see that this estimate is sharp since we can concentrate
waves around these rays (see subsection 4.1 where this analysis is carried out
on the semi-discrete model).
Then, the best constant C(ω(σ)) in (3.2) is precisely

C(ω(σ)) = sup
t>0

{E(t)

E0

exp(It)
}

= sup
t>0

exp(It− 2 inf
γ∈Rt

∫
γ

σ(y) dy).

It is then enough to compute

M = sup
t>0

sup
γ∈Rt

∫
γ

(I
2
− σ(y)

)
dy.
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Then, looking at rays γt
a starting at a ∈ [−1, 1] and traveling toward the left

we get

M ≥ sup
t>0

sup
a

∫
γt

a

(I
2
− σ(y)

)
dy

≥ sup
a

sup
t∈[1+a,3+a]

(∫ a

−1

(I
2
− σ(y)

)
dy +

∫ t−2−a

−1

(I
2
− σ(y)

)
dy
)

≥ sup
a
{
∫ a

−1

(I
2
− σ(y)

)
dy}+ sup

b
{
∫ b

−1

(I
2
− σ(y)

)
dy}

≥ −2 inf
a
θ(a) = 2‖θ‖∞.

This implies that C(ω(σ)) ≥ exp(4‖θ‖∞). The optimality of (3.2) follows.
The method of proof carries over to the other two estimates given in Theorem
3.2. The details are left to the reader.

Note that all the results on the continuous model could have been ob-
tained using this explicit representation formula along characteristics without
using spectral analysis.

4 On the semi-discrete PML equations.

In this section, we analyze the space semi-discrete PML system (1.14). For
this purpose, we need to de�ne a discrete space operator Lh, the discretization
of L, de�ned in (1.11).
System (1.14) can be written as

∂t(P, V ) + Lh(P, V ) = 0,

where Lh is the discretization of L derived from (1.14). If we use a matrix rep-
resentation, writing (P, V ) as the vector (V−N+1, P−N+1, V−N+2, · · · , PN−1, VN),
Lh is the matrix de�ned by

Lh(j, j) = σj/2−N , ∀j ∈ {1, . . . , 4N − 1}
Lh(j, j + 1) = 1

h
, ∀j ∈ {1, · · · , 4N − 2}

Lh(j + 1, j) = − 1
h
, ∀j ∈ {1, · · · , 4N − 2}

Lh(i, j) = 0, if |i− j| > 1.

(4.1)
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If σj−1/2 = σj = σj+1/2, then both Pj and Vj satisfy

∂2
ttUj −

1

h2
(Uj+1 + Uj−1 − 2Uj) + 2σj∂tUj + σ2

jUj = 0,

which is a discretization of (1.8).
The energy Eh in (1.15) of the semi-discrete PML satis�es the dissipation
law:

dEh

dt
(t) = −h

N∑
j=−N+1

(
σj|Pj|2 + σj−1/2|Vj|2

)
. (4.2)

It is then natural to investigate the decay rate of this discrete energy Eh

when h → 0. Our �rst result is of negative nature and states the lack of
uniform exponential decay due to high frequency spurious oscillations:

Theorem 4.1. There are no positive constants C and µ such that for all h
small enough

Eh(t) ≤ C Eh(0)exp(−µt), (4.3)

for all solutions of (1.14).

One could have expected this behavior : Indeed, it is well known since
[28] that the group velocity for numerical schemes di�ers from the continuous
case, because of the numerical dispersion relations. This often produces wave
packets captured in the undamped subinterval (−1, 0) and it is natural to
expect them to have a very low exponential decay.
We will propose two proofs in the sequel. The �rst one is based on a very
general construction of waves concentrated along the rays of Geometric Op-
tics for system (1.14). More precisely, we construct non propagating waves
concentrated in (−1, 0), whose exponential decay rate tends to zero as h→ 0.
In the second approach, we do a precise description of the spectrum of the
operator Lh in (4.1) in the particular case where σ is constant. In particular,
we prove that the real part of the high frequency eigenvalues can be small of
order o(1), which provides another proof of Theorem 4.1.

4.1 Construction of non propagating waves.

We only sketch this construction, whose details can be done similarly as in
[24]. To make it easier, we do not consider the PML system (1.14), but rather
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the semi-discrete 1-d wave equation in an in�nite lattice hZ, where h is the
mesh size: {

∂2
ttuj −∆huj = 0, (t, j) ∈ (0,∞)× Z,
uj(0) = u0

j , ∂tuj(0) = u1(0).
(4.4)

We claim that this is su�cient to exhibit non propagating waves for sys-
tem (4.4) to prove Theorem 4.1. Indeed, the uniform exponential decay is
equivalent to an observability inequality

Eh(0) ≤ C

∫ T

0

σ(x)(|P (t, x)|2 + |V (t, x)|2) dx

for the conservative system (1.14) (i.e with σ = 0), with two uniform con-
stants C and T (see the proof of Theorem 5.1). But the conservative system
(1.14) coincides with system (4.4), up to the boundary conditions, which can
be easily handled.

To properly de�ne the rays of Geometric Optics, we need to use the space
discrete Fourier transform de�ned for ξh ∈ (−π, π] by:

φ̂(ξ) = h
∑

j φjexp(−iξjh), ξh ∈ (−π, π],

φh(x) = h
2π

∫ π/h

−π/h
φ̂(ξ)exp(iξx) dξ, x ∈ R

(4.5)

Note that the inverse Fourier transform provides a natural extension of φj as
a continuous function, denoted φh in the sequel.
The symbol of the operator (4.4) is given by

τ 2 − ωh(ξ)
2, ωh(ξ) =

2

h
sin
(ξh

2

)
. (4.6)

Thus, the rays of Geometric Optics for frequencies ζ0/h are the trajectories
([32]):

Xζ0
± : (x0, t) → x0 ± tcos(ζ0/2). (4.7)

Taking ζ0 ∈ (−π, π], we look for solutions concentrated along the trajectory
t → Xζ0

+ (0, t). Note that we can take x0 = 0 without loss of generality
because of the translation invariance of system (4.4).

For we consider initial data of the form

u0,h
j = φ(jh)exp(iζ0j), u1,h

j = iωh(ξ
h
0 )φ(jh)exp(iζ0j), (4.8)
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where φ is a smooth positive function of compact support in (−a, a). Then,
from the smoothness assumption on φ, one can prove that û0 and û(t) are
concentrated in the region ξh ∈ [ζ0−ε0, ζ0+ε0], where ε0 is a small parameter:∣∣∣u0,h(x)− h

2π

∫
|ξ−ξh

0 |<ε0/h
û0(ξ)exp(iξx) dξ

∣∣∣ ≤ C
ωh(ε0/h)2∣∣∣uh(t, x)− h

2π

∫
|ξ−ξh

0 |<ε0/h
û(t, ξ)exp(iξx) dξ

∣∣∣ ≤ C
(1+Tωh(ξh

0 ))

ωh(ε0/h)2
.

(4.9)

On the other hand,

û(t, ξ) = û0(ξ)
(
cos(tωh(ξ)) + itωh(ξ

h
0 )sinc(tωh(ξ))

)
, (4.10)

where sinc(y) = sin(y)/y. But, for ξ such that |ξ − ξ0| < ε0/h, it is easy
to see that this behaves as û0(ξ)exp(itωh(ξ)), and then the analysis of the
oscillating integral in (4.9) gives that, when h→ 0,∣∣∣|u(t, x+ tcos(ζ0/2))| − |u0(x)|

∣∣∣ ≤ Cε0. (4.11)

This gives a sequence of solutions of (1.14) of unit energy such that the en-
ergy outside {(t, x) ∈ (0, T )× R, x ∈ X+(t, [−a, a])} tends to zero.
Note that the construction given above proves that the lack of uniform ex-
ponential decay of the energy actually takes its origin from the discretization
scheme employed rather than from the PML method in itself.

4.2 Spectral analysis for constant σ.

From now, we make the assumption that the continuous damping function
σ is a piecewise constant function vanishing in (−1, 0) and taking the value
σ in (0, 1). This leads to set σj = σj−1/2 = σ if j ≥ 1, σj = σj+1/2 = 0 for
j ≤ −1 and σ0 = σ/2.

In the sequel, as we did for the operator L, we perform a spectral analysis of
the operator Lh. As we shall see some numerical pathologies appear at high
frequencies. More precisely, for frequencies of the order 2/h there appear
eigenvalues whose real part is close to zero. This makes the exponential
decay rate of the corresponding semigroups not to be uniform on h.

Accordingly, we analyze the asymptotic properties of the spectrum. We �x
σ, and analyze the behavior of the eigenvalues of Lh when h goes to zero.
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Proposition 4.1. For σ > 0, we consider the spectral problem :
Vj+1−Vj

h
+ σχj≥1Pj = λPj, j ∈ {−N + 1, · · · , N − 1}\{0}

Pj−Pj−1

h
+ σχj≥1Vj = λVj, j ∈ {−N + 1, · · · , N}

V1−V0

h
+ σ

2
P0 = λP0

P−N = PN = 0.

(4.12)

The following properties hold :

• For any eigenvalue λ, its conjugate λ̄ is also an eigenvalue.

• All the eigenvalues are simple.

• All the eigenvalues satisfy 0 < Re(λ) < σ and |Im(λ)| ≤ 2/h.

• If λ is an eigenvalue, σ − λ is also an eigenvalue.

Proof. The �rst statement is obvious since the coe�cients of system (4.12)
are real. The second one is classical and follows from easy algebraic con-
siderations. The third one is a consequence of the energy dissipation law
(4.2):

0 ≥ dEh

dt
(t) ≥ −2σEh(t).

To analyze the imaginary part of the eigenvalues, we use the matrix repre-
sentation of Lh given in (4.1): if |Im(λ)| > 2/h, then the matrix Lh − λI is
invertible, since it is diagonally dominant.
The last statement follows from this remark: If (P, V ) is an eigenvector cor-
responding to λ, then (P̃ , Ṽ ) de�ned by P̃j = P−j and Ṽj = V−j+1 is an
eigenvector for the eigenvalue σ − λ.

From the previous proposition, we can assume that λ has a positive imag-
inary part, since the other eigenvalues can be obtained by re�ection. Setting
µ = λ− σ, P satis�es

Pj+1+Pj−1−2Pj

h2 = λ2Pj, j ≤ −1
Pj+1+Pj−1−2Pj

h2 = µ2Pj, j ≥ 1
P−N = PN = 0.

As for the classical discrete Laplace operator, we de�ne α and β, two complex
numbers with imaginary parts in (−π/h, π/h] and satisfying the numerical
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dispersion relations :

sinh
(αh

2

)
=
λh

2
; sinh

(βh
2

)
=
µh

2
. (4.13)

Then, we can express P for j ≤ −1 and for j ≥ 1 as

Pj = A sinh(α(jh+ 1)), j ≤ −1, Pj = B sinh(β(jh− 1)), j ≥ 1.

These two quantities have to coincide at j = 0 and therefore:

A sinh(α) = −B sinh(β).

We can then compute the corresponding value for V :

Vj = A cosh(α(jh+ 1− h/2)), j ≤ 0

Vj = B cosh(β(jh− 1− h/2)), j ≥ 1.

The transmission conditions are given by the equation on P0:

V1 − sinh
(βh

2

)
P0 = V0 + sinh

(αh
2

)
P0.

Then if λ is an eigenvalue, there exists a non trivial solution (A,B) to the
system: {

0 = A sinh(α) +B sinh(β)

0 = A cosh(α) cosh
(

αh
2

)
−B cosh(β) cosh

(
βh
2

)
,

where (α, β) are given by (4.13), µ being σ − λ. It is well-known that this
system has non trivial solutions if and only if its determinant vanishes, that
is to say:

sinh(α) cosh(β) cosh
(βh

2

)
+ cosh(α) sinh(β) cosh

(αh
2

)
= 0. (4.14)

This equation actually is a polynomial in λ. Indeed, using Tchebychev poly-
nomials P2k and Q2k de�ned by

∀a ∈ C, sinh(2ka) = cosh(a)P2k(sinh(a)), cosh(2ka) = Q2k(sinh(a)),
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the condition (4.14) is equivalent to

cosh
(αh

2

)
cosh

(βh
2

)(
P2N

(
sinh

(αh
2

))
Q2N

(
sinh

(βh
2

))
+ P2N

(
sinh

(βh
2

))
Q2N

(
sinh

(αh
2

)))
= 0. (4.15)

This equation has two particular solutions corresponding to αh = iπ and
βh = iπ. Nevertheless, although these two solutions allow a non-trivial
choice (A,B), the corresponding solutions are identically zero, and therefore
they do not correspond to eigenvalues. Since the degree of this polynomial in
(4.15) is exactly 4N − 1 and since all the eigenvalues are simple, the roots of
(4.14) are exactly the eigenvalues of the problem, except the special solutions
λ = 2i/h and λ = σ + 2i/h.

Our interest now is to compute the eigenvalues, or at least to give their
asymptotic form. We present in Figure 1 the distribution of eigenvalues for
di�erent values of σ.
Three di�erent cases occur. When σ is very small (of order h or less), then
the real parts of the eigenvalues are very close to σ/2 at all frequencies.
When σ is such that h << σ << 1/h, two branches appear at the high
frequencies, their abscissa having two accumulation points, namely 0 and σ.
Finally, Figure 1 illustrates the well-known fact ([13]) that, on the numerical
approximation of PML equations, taking σ too large deteriorates the decay
rate, in opposition to the continuous case.

To study the asymptotic behavior of the spectrum, we will need a number of
notations.
We rewrite (4.14) as f(α, β, h) = 0, where f is de�ned by

f(α, β, h) := sinh(α+ β)
(

cosh
(αh

2

)
+ cosh

(βh
2

))
+ sinh(α− β)

(
cosh

(βh
2

)
− cosh

(αh
2

))
. (4.16)

In the sequel, we use the function Argsh de�ned as the inverse function of
sinh, which coincides with log(z+

√
1 + z2), which is holomorphic on the set

Ω = C\{z : Re(z) = 0, |Im(z)| ≥ 1} and continuous at the points z = ±i:

∀z ∈ Ω, sinh(Argsh(z)) = z
∀z ∈ C, s.t. Im(z) ∈ (−π/2, π/2), Argsh(sinh(z)) = z.
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Figure 1: Eigenvalues for N = 200 and various values of σ : σ = 0.01 on the
upper left, σ = 1 on the upper right, σ = 5 on the bottom left, σ = 50 on
the bottom right.

Then, β given by the relation (4.13) is an holomorphic function of α:

β(α, h) =
2

h
Argsh

(
sinh

(αh
2

)
− σh

2

)
. (4.17)

Hence the solutions of (4.14) correspond precisely to the roots α of the holo-
morphic function g

g(α, h) = cosh
(αh

2

)
sinh(α+ β)

+
(

cosh
(βh

2

)
− cosh

(αh
2

))
sinh(α) cosh(β), (4.18)

where β = β(α) as in (4.17). Of course, α given by (4.13) is a holomorphic
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function of λ and we can also de�ne g̃ as a holomorphic function of λ by

g̃(λ, h) := g(α(λ), h).

The analysis of the roots of (4.14) can be carried out using tools from complex
analysis, as for instance Rouché's theorem.

The low frequencies. We choose a number δ < 1 and study the eigenval-
ues λ of the operator Lh such that |Im(λ)h| ≤ 2δ when h→ 0.

Theorem 4.2. Assume δ < 1. There exists Cδ such that for h small enough,
the set of the eigenvalues λh

k of the operator Lh such that |Im(λ)h| ≤ 2δ is
composed by one point in each disk Dh

k

|λ− λ̂h
k| ≤ Cδh, λ̂h

k =
2i

h
sin
(kπh

4

)
+
σ

2
, (4.19)

k being an integer satisfying |sin
(

kπh
4

)
| ≤ δ.

Let us �rst remark that these disksDh
k are disconnected for h small enough

since the distance between two consecutive eigenvalues λh
k and λh

j is bounded
from below by cos(arcsin(δ)) =

√
1− δ2 > 0. This implies that for h small

enough, the number of eigenvalues in the range |Im(λ)h| ≤ 2δ is exactly
b 8

πh
arcsin(δ)c (b·c denotes the integer part).

Moreover, their real part being essentially σ/2, the energy of the solutions
exp(−λkt)(P

k,h, V k,h), where (P k,h, V k,h) is an eigenvector associated to λk,
is decreasing exponentially, the decay rate being σ + o(h).

Proof. The proof is divided into two steps. First we derive some basic es-
timates on the parameters entering in (4.18). Second we approximate the
function g by another holomorphic function ĝ in order to apply Rouché's
theorem.

We �rst need to derive some basic estimates on α(λ) given in (4.13), mainly
by using the previous theorem. In the strip |Im(z)| ≤ δ and |Re(z)| ≤ σh,
if z = a+ ib, we have that

z +
√

1 + z2 = a+
√

1− b2 + ib
(
1 +

a√
1− b2

)
+O(h).
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Then, we can check that the (complex) logarithm of that quantity satis�es:

|Re(Argsh(z))| ≤ Ch ; |tan(Im(Argsh(z)))| ≤ δ√
1− δ2

+ o(1),

where the constant C depends on δ. Then, using (4.13), we obtain the
following estimates :

|Re(α)| ≤ C ; |Im(α)| ≤ γ = arctan
( δ√

1− δ2

)
. (4.20)

Using (4.17) and the Taylor's formula applied to the function Argsh in
sinh(αh/2), we get that∣∣∣β − (α− σ

cosh(αh
2

)

)∣∣∣ ≤ Ch. (4.21)

Again using the estimates (4.20), we get∣∣∣∣∣ cosh
(αh

2

)
sinh(α+ β)− cosh

(αh
2

)
sinh

(
2α− σ

cosh
(

αh
2

))∣∣∣∣∣ ≤ Ch.

The well-known formula cosh2(x) = 1 + sinh2(x) and the estimates (4.20),
(4.21) give ∣∣∣ cosh

(βh
2

)
− cosh

(αh
2

)∣∣∣ ≤ Ch. (4.22)

Combining all these inequalities and (4.18), we get that

|g(α, h)− ĝ(α, h)| ≤ C1h, (4.23)

where ĝ is the function de�ned by :

ĝ(α, h) = cosh
(αh

2

)
sinh

(
2αh− σ

cosh
(

αh
2

)). (4.24)

The roots of ĝ satisfy

α̂h
k =

1

2

(
ikπ +

σ

cosh
(

α̂h
kh

2

)).
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From the estimate (4.20) on α, we can give the following approximation∣∣∣∣∣α̂h
k −

1

2

(
ikπ +

σ

cos
(

kπh
4

))∣∣∣∣∣ ≤ Ch.

For each h, we de�ne Kh = b 4
hπ

arcsin(δ)c. We consider the rectangle Rh

delimited by the lines |Re(α)| = M and |2Im(α)| = π((Kh − 1) + ε), where
ε < 1 is a positive number. On its boundary, we can check that

|ĝ(α, h)| ≥ |sin(πε)| − Ch.

Using (4.23), there exists h0 such that for all h < h0, on the boundary of Rh,

|g(α, h)− ĝ(α, h)| < |ĝ(α, h)|.

Then for all h < h0, the number of roots in Rh is precisely 2Kh − 1.
We can go further in the description of the zeros of g(., h). We de�ne

α̃h
k =

1

2

(
ikπ +

σ

cos
(

kπh
4

)).
Now we �x the rectangle Rh

k by |2Im(α− α̃h
k)| = πε1 and |Re(α− α̃h

k)| = ε2.
On the boundary of Rh

k , again we can check that

|ĝ(α, h)| ≥ inf{|sin(πε1)|, | sinh(ε2)|} − Ch.

Then it exists a constant C independent of k such that the conditions |ε1| ≥
Ch and |ε2| ≥ Ch are enough to prove that the following inequality holds on
the boundary Rh

k :
|g(α, h)− ĝ(α, h)| < |ĝ(α, h)|.

By Rouché's theorem, this establishes that g(., h) has only one root αh
k in Rh

k

satisfying
|αh

k − α̃h
k | ≤ Ch. (4.25)

Back in the variable λ, it gives that for h small enough, each eigenvalue λ
such that |Im(λ)h| ≤ 2δ is in one of the disks de�ned by

|λ− λ̂h
k| ≤ Ch, λ̂h

k =
2i

h
sin(

kπh

4
) +

σ

2
.
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The high frequencies. Here we will deal with the limit case δ = 1.

Theorem 4.3. For any ε > 0, there exists hε such that for all h < hε,
the set of eigenvalues satisfying |hIm(λh) − 2| ≤ ε is non empty. The set
of accumulation points of the abscissa Re(λh) for sequences λh satisfying
λhh→ 2i when h→ 0 is exactly {0, σ}.

Proof. The �rst point comes from the fact that a set of accumulation points
is closed. Indeed, from the previous theorem, taking ε > 0 and setting
δ = 1− ε/4, there exists a sequence of eigenvalues λh such that Im(λh)h→
2δ > 2− ε.

Now we assume we have a sequence of eigenvalues λh for the operator Lh,
such that λhh→ 2i, and we analyze the behavior of their real parts ah. For
that purpose, we need to know precisely how λhh is converging to 2i. We
assume that

Im(λh)h

2
= 1− ε(h) (4.26)

with ε(h) a positive function of h continuous at zero, such that ε(0) = 0. To
simplify notations, we will skip the index h in the sequel.
Remark that the di�culty comes from the fact that λh/2 → i, which is
precisely a point where Argsh is not holomorphic anymore. However, from
the explicit form of Argsh, we may derive some estimates on α and β. Indeed,
recall that:

Argsh(z) = log(z +
√

1 + z2) ; cosh(z) =
√

1 + sinh(z)2.

Actually, it is su�cient to estimate these functions. Since

1 +
(λh

2

)2

= 2ε(h)− ε(h)2 +
(ah

2

)2

+ i(1− ε(h))
ah

2
,

we will need to distinguish several cases depending which is the dominant
term.

The case h = o(ε(h)) : In that case, we get that

cosh
(αh

2

)
=
√

2ε(h) + o(
√
ε(h)).

This also implies that

Re
(αh

2

)
=

1

2
log |z +

√
1 + z2|2 = ε(h) + o(ε(h)).

28



And the same estimates hold true for β.
It follows that f(α, β, h) de�ned in (4.16) cannot vanish. Indeed, our es-
timates imply that the real parts of both α and β blow up, which implies
that

| sinh(α+ β)| ' exp(4 ε(h)
h

+ o( ε(h)
h

)),

| sinh(α− β)| ≤ exp(o( ε(h)
h

)),

| cosh
(

αh
2

)
+ cosh

(
βh
2

)
| '

√
2ε(h) + o(

√
ε(h)),

| cosh
(

αh
2

)
− cosh

(
βh
2

)
| ≤ o(

√
ε(h)).

The case ε(h) = o(h) : Under this assumption, we get

cosh
(αh

2

)
=

√
i
ah

2
+ o(

√
h), cosh

(βh
2

)
=

√
−i(σ − a)h

2
+ o(

√
h).

Besides, using the explicit formula of the function Argsh, we obtain :

Re
(αh

2

)
=

√
ah

2
+ o(

√
h), Re

(βh
2

)
= −

√
(σ − a)h

2
+ o(

√
h).

But these estimates lead to

| cosh
(

αh
2

)
+ cosh

(
βh
2

)
| =

√
σh+ o(

√
h),

| cosh
(

αh
2

)
− cosh

(
βh
2

)
| =

√
σh+ o(

√
h)

and
| sinh(α+ β)| ' exp(1

2
|
√
ah−

√
(σ − a)h|),

| sinh(α− β)| ' exp(1
2

√
ah+

√
(σ − a)h).

Thus, if f(α, β, h) = 0, f being as in (4.16), we need that | |
√
σ − a−

√
a| −

(
√
σ − a+

√
a)| → 0, which implies a→ 0 or a→ σ.

The case where ε(h) = Kh follows from similar considerations and is left to
the reader.

Summarizing, we deduce the existence of a sequence of eigenvalues such that
λh→ 2i, and hence whose real part is converging to zero or σ. To �nish the
analysis, we only have to prove that both 0 and σ are accumulation points.
This assertion is obvious since the spectrum is symmetric around σ/2.

29



Theorems 4.2 and 4.3 fully explain Figure 1 for h << σ << 1/h, since
they state, roughly speaking, that the eigenvalues λ are close to the line
Re(λ) = σ/2 except when their imaginary part is close to ±2/h, in which
case, their real parts tend to 0 or σ.

To describe the behavior of the eigenvectors, we de�ne the energies in the
left and right intervals (−1, 0) and (0, 1), respectively :{

El
h = h

4
|P0|2 + h

2

∑N
j=1(|Pj|2 + |Vj|2),

Er
h = h

4
|P0|2 + h

2

∑0
j=−N+1(|Vj|2 + |Pj−1|2).

(4.27)

Proposition 4.2 (Distribution of the energy). Let (λh
k)h be a sequence of

eigenvectors of Lh such that hIm(λh
k) → 2, and that ah

k = Re(λh
k) converges

to a. Then
Er

h(P
h
k , V

h
k )

El
h(P

h
k , V

h
k )

→h→0
a

σ − a
. (4.28)

In particular, there exists a sequence of high frequency eigenvectors whose
energy is concentrated on the left interval (−1, 0).

Proof. In view of (4.2), the solution exp(−λh
kt)(P

h
k , V

h
k ) corresponding to the

eigenvector (P h
k , V

h
k ) satis�es

dEh

dt
(t) = −2Re(λh

k)Eh(t) = −2σEr
h(t).

The result follows.

Remark: According to this result we have a new evidence of the lack
of uniform exponential decay, as stated in Theorem 4.1. There this was
proved by means of a wave packet construction, whereas here we have built
concentrated eigenvectors.

4.3 Connections with the theory of stabilization.

In this subsection, we discuss the links between our analysis and the existing
controllability and stabilization theory and reread our results in this context.

Let us consider the 1-d damped wave equation (1.6) on (0, 1). The decay rate
of the solutions of this damped wave equation has been analyzed in several
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articles: see [14], [11], [15] and [22] for the multi-dimensional case. The expo-
nential decay rate was characterized as the minimum of the spectral abscissa
and the minimal value of the damping potential along the rays of geometric
optics (In 1-d, these two quantities coincide as shown in [14]). One of the
main features of system (1.6) is that an overdamping phenomenon occurs, in
the sense that increasing the damping potential does not necessarily increase
the decay rate. This is not the case for the PML system since, as observed in
Theorem 2.1 and 3.1 the decay rate is I =

∫ 1

0
σ(x) dx, and this is precisely

what makes PML so e�cient.

We may now investigate the same questions in the semi-discrete 1-d case on
a regular mesh of size h = 1/N . Then the �nite di�erence approximation of
(1.6) gives : {

∂2
ttuj −∆huj + 2aj∂tuj = 0
u−N = uN = 0.

(4.29)

It was proved in [20], [25] and [27] that the energy of solutions of (4.29) does
not decay exponentially uniformly with respect to the mesh size h. Actually,
this lack of uniform exponential decay can be deduced from the construction
given in Subsection 4.1. As pointed out in [18], this has also interesting
consequences when analyzing the optimal choice of dampers in which one
observes also a di�erent behavior from the continuous to the discrete case.
We claim that this lack of uniform exponential decay can also be seen at the
level of the spectrum. If we set vj = u′j, the system takes the form:

d

dt
(u−N+1, · · · , uN−1, v−N+1 · · · , vN−1)

∗ + A(u−N+1, · · · , vN−1)
∗ = 0,

where A is the following matrix:

A =

(
0 −I2N−1

∆h 2diag (a−N+1, · · · , aN−1)

)
.

We have performed the spectral computation of this matrix for piecewise
constant damping potentials vanishing in (−1, 0) and taking a constant value
a on (0, 1). The spectrum exhibits a behavior which is very close to the
one we have observed for the PML system (see Figure 2), except at the low
frequencies, where we observe the so-called overdamping phenomenon, which
is reminiscent of the continuous system.

31



0.000 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009 0.010
−400

−300

−200

−100

0

100

200

300

400

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
−400

−300

−200

−100

0

100

200

300

400

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
−400

−300

−200

−100

0

100

200

300

400

0 10 20 30 40 50 60 70 80 90 100
−400

−300

−200

−100

0

100

200

300

400

Figure 2: Eigenvalues of the semi-discrete damped wave equation (1.6) for
N = 200 and various values of the damping potentials a : a = 0.01 in the
upper left, a = 1 in the upper right, a = 5 on the bottom left, a = 50 on the
bottom right.

5 A semi-discrete viscous PML.

The goal of this section is to propose a remedy to the defect of exponential
decay proved in the previous section (see Theorem 4.1) for the semi-discrete
approximation (1.14) of the PML system.
Along this section, we assume that σ ∈ L∞((−1, 1)) is a positive function
strictly positive on a subinterval (r1, r2) of (0, 1). To be more precise :

0 ≤ σ(x) ≤M, x a.e. ∈ (−1, 1), σ(x) ≥ m > 0, x a.e. ∈ (r1, r2). (5.1)

For each h, we de�ne σh
j as an approximation of σ in the points xj = jh

satisfying

0 ≤ σh
j ≤M, ∀j, σh

j ≥ m, ∀j s.t. jh ∈ (r1, r2). (5.2)
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To simplify the notations, we will write σj in the sequel, the dependence in
h being clear within the context.
We propose to analyze system (1.16), which is a variant of the semi-discrete
scheme (1.14), where a numerical viscosity term damping out the high fre-
quencies has been added. Recall that, for system (1.16), the energy dissipa-
tion law (1.17) holds. In this way, the new semi-discrete problem satis�es
the required property of uniform exponential decay:

Theorem 5.1. Under the hypothesis (5.2), there exist two positive constants
C and µ such that for all h > 0, for all initial data (P h

0 , V
h
0 ), the energy of

the solution (P, V ) of (1.16) satis�es

Eh(t) ≤ Cexp(−µt), t > 0. (5.3)

Furthermore, we will see in Theorem 5.2 that one can choose the nu-
merical viscosity such that this decay rate coincides with the continuous one
I.

Proof. The method of proof we will use is classical in the theory of stabiliza-
tion.
We claim that the energy of this viscous numerical approximation scheme
(1.16) is exponentially decaying, uniformly in h, if and only if the following
observability inequality holds for some time T and a constant C :

Eh(0) ≤ C

(
h
∑

j

∫ T

0

σj|Pj|2 + σj−1/2|Vj|2) dt

+ h3
∑

j

∫ T

0

[(Pj+1 − Pj

h

)2

+
(Vj+1 − Vj

h

)2]
dt

)
. (5.4)

Indeed, combining the energy dissipation law (1.17) and (5.4), we easily
deduce the existence of a constant 0 < γ < 1 such that E(T ) ≤ γE(0).
Iterating this inequality by means of the semi-group property, the exponential
decay property (5.3) holds.
On the other hand, the proof of (5.4) for the solutions of (1.16) can be
reduced to prove it for the corresponding conservative system, which turns
out to be (1.14) with σ = 0. Indeed, since these two systems coincide up to
a term which can be bounded by the right hand-side quantity in (5.4), it can
be shown that the inequalities (5.4) for these systems are equivalent.
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From now, we focus on the observability inequality (5.4) for the conservative
system (1.14), that we prove using a multiplier method. GivenM > sup{1+
r1, 1− r2}, where r1 and r2 are given by (5.1) and (5.2), we de�ne a discrete
function ηh satisfying the following properties:

ηh
−N = ηh

N = 0, |ηh
j | ≤M, ∀j

ηh
j+1−ηh

j

h
= 1 ∀j s.t. jh ∈ (−1, 1)\(r1, r2)

|η
h
j+1−ηh

j

h
| ≤ 3

r2−r1
∀j.

(5.5)

In the sequel we write η instead of ηh to simplify the notations. As before
we use the multipliers ηj(vj + vj+1) and ηj(pj + pj−1) and we get :

h
N−1∑

j=−N+1

ηj[pj(T )vj(T )−pj(0)vj(0)]+
(ηj + ηj+1

2

)
[pj(T )vj+1(T )−pj(0)vj+1(0)]

− h
N∑

j=−N+1

∫ T

0

(ηj+1 − ηj

h

)
|vj|2 dt− h

N−1∑
j=−N+1

∫ T

0

(ηj − ηj−1

h

)
|pj|2 dt

+ h2

N−1∑
j=−N+1

∫ T

0

(ηj+1 − ηj

2h

)
(pj∂tvj+1 − ∂tpjvj+1) dt = 0. (5.6)

The classical inequality 2ab ≤ a2 + b2 and the conservation of the energy
allows us to bound the time boundary term by 4MEh(0).
The only term in which numerical viscosity is needed is the last one:

A =
h2

2

N−1∑
j=−N+1

|∂tvj+1pj − ∂tpjvj+1|

But, for any α > 0, we have 2|ab| ≤ αa2+ 1
α
b2. Using the conservative system

(1.14), we get:

|A| ≤ α
h

4

N∑
j=−N+1

|pj|2 + |vj|2

+
1

4α
h3

N−1∑
j=−N+1

[(pj+1 − pj

h

)2

+
(vj+1 − vj

h

)2]
.
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Combining these inequalities we get

h
N∑

j=−N+1

∫ T

0

(ηj+1 − ηj

h

)
|vj|2 dt+ h

N−1∑
j=−N+1

∫ T

0

(ηj − ηj−1

h

)
|pj|2 dt

≤ (4M +
1

2
αT )Eh(0)

+ Cα

∫ T

0

h3
∑

j

∫ T

0

[(pj+1 − pj

h

)2

+
(vj+1 − vj

h

)2]
dt.

But we remark that

2TEh(0)− C

∫ T

0

∑
j

σj(|pj|2 + |vj|2) dt

≤ h
N∑

j=−N+1

∫ T

0

(ηj+1 − ηj

h

)
|vj|2 dt+ h

N−1∑
j=−N+1

∫ T

0

(ηj − ηj−1

h

)
|pj|2 dt,

and this establishes that

(T − 2M − 1

2
αT )Eh(0) ≤ C

∫ T

0

∑
j

σj(|pj|2 + |vj|2) dt

+ Cα

∫ T

0

h3
∑

j

∫ T

0

[(pj+1 − pj

h

)2

+
(vj+1 − vj

h

)2]
dt.

This completes the proof of Theorem 5.1. Note that, by this method, we
�nd that this observability inequality actually holds for any T > 2 sup{1 +
r1, 1 − r2} (r1 and r2 as in (5.1) and (5.2)), which corresponds precisely to
the optimal characteristic time in the continuous setting.

Unfortunately, the method of proof of Theorem 5.1 does not give a good
estimate on the decay rate in terms of the parameters entering in the system.
Since the system under consideration is �nite dimensional, the decay rate of
the energy is obviously given by the spectral abscissa. Therefore we have
computed the eigenvalues of the system (1.16) in Figure 3 for damping po-
tentials vanishing in (−1, 0) and taking the value σ in (0, 1). We observe that,
�rst, at low frequencies, the numerical viscosity does not seem to change the
spectrum, as one can check by comparing the �gures with the ones obtained
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Figure 3: Eigenvalues of the viscous scheme (1.16) for N = 100 and various
values of σ: σ = 1 on the upper left, σ = 3 on the upper right, σ = 5 on the
bottom left and σ = 50 on the bottom right.

without the viscosity term (see Figure 1). This indicates that, as expected,
the numerical viscosity does not modify the system at low frequencies. Sec-
ond, at intermediate and high frequencies, one can see that the spectrum
has a parabolic shape. Actually, one can easily check that, when σ = 0, the
spectrum of (1.16) is exactly a parabolic curve C. It is surprising to check
that the spectrum given in Figure 3 �ts quite well with the curve σ/2 + C.
Third, looking more closely at the high frequencies, the same phenomenon
as before occurs, that is, two branches appear, corresponding to eigenvectors
concentrated either in (−1, 0), either in (0, 1). But, thanks to the numeri-
cal viscosity, which e�ciently damps them out, these two branches are away
from zero. Moreover, it appears that the abscissa of the lowest branch is
always 4. This precisely corresponds to the abscissa of the high frequency
eigenvectors when σ = 0 in (1.16). In other words, this corresponds to waves

36



concentrated in the undamped part (−1, 0), which are only dissipated by the
additional viscosity.

In view of these spectral properties and with the purpose of recovering at the
semi-discrete level the properties of the continuous PML system, it is natural
to ask whether one can choose numerical viscosity coe�cients α such that
the decay rate µh of (1.16) as h→ 0 converges to I.
In the sequel, we address this issue. System (1.16) can be read as:

∂t(P, V ) + (Ah +Bh)(P, V ) = αh2A2
h(P, V ), (5.7)

where Ah +Bh = Lh, and

(Ah(P, V ))j =
(Vj+1 − Vj

h
,
Pj − Pj−1

h

)
, (Bh(P, V ))j = (σh

j Pj, σ
h
j−1/2Vj).

We need the following assumption:
There exists δ > 0, such that for h small enough, the eigenvalues λh = ah+ibh
of Lh = Ah +Bh with |bh| ≤ δ/h satisfy

ah ≥ I/2 + oh→0(1). (5.8)

Note that in the particular case where σ is constant, (5.8) holds for any δ < 2
(see Theorem 4.2). We expect this property to hold for non constant σ as
well, but this issue will be addressed elsewhere.

Theorem 5.2. Fix α = αδ = I/δ in (5.7), with δ as in (5.8). Then, for
all h small enough, there exists Ch such that the solutions (P, V ) of (5.7)
satisfy:

Eh(t) ≤ ChEh(0)exp(−(I − oh→0(1))t), t > 0. (5.9)

Note that the constant Ch in (5.9) depends on h. In particular, we cannot
guarantee Ch to be bounded.

Proof. Let us �rst consider the following modi�cation of (5.7):

∂t(P, V ) + (Ah +Bh)(P, V ) = αh2(Ah +Bh)
2(P, V ), (5.10)

It is straightforward to show that the eigenvalues µ(α) of system (5.10) can
be expressed in terms of µ(0), which coincide with the eigenvalues λ = a+ ib
of system (4.12):

µ(α) = λ− αh2λ2, Re(µ(α)) = a+ αh2(b2 − a2).
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Under assumption (5.8), with the choice α = αδ, each eigenvalue µ(αδ) sat-
is�es

Re(µ(αδ)) ≥ I/2− oh→0(1). (5.11)

Then, since the system is �nite dimensional, there exists a constant Ch such
that the solutions (P, V ) of (5.10) satisfy

Eh(t) ≤ ChEh(0)exp(−(I − oh→0(1))t), t > 0.

Now, we estimate the norm of the matrix Dh = (Ah +Bh)
2 − A2

h:

Dh(P, V )j =

(
2σj

Vj+1 − Vj

h
+ σ2

jPj +
(Vj+1 + Vj

2

) (σj+1/2 − σj−1/2

h

)
,

(
σj−1/2 +

σj + σj−1

2

)Pj − Pj−1

h
+σ2

j−1/2Vj +
(Pj−1 + Pj

2

) σj+1/2 − σj−3/2

2h

)

Note that systems (5.7) and (5.10) di�er precisely by the term associated
with αh2Dh. Then, since

‖αh2Dh‖ ≤ Ch, (5.12)

a simple perturbation argument gives the result. Indeed, setting Lh(α) =
Lh − αh2L2

h, the solution ψ = (P, V ) of (5.7) is given by

exp(tLh(α0))ψ(t) = ψ(0)−
∫ t

0

exp(sLh(α0))α0h
2Dhψ(s) ds.

Setting
f(t) = exp(tI/2)‖ψ(t)‖,

this gives the equation

f(t) ≤ f(0) + Ch

∫ t

0

f(s) ds,

and then Gronwall's lemma gives the result.

6 Discussion and remarks.

In this paper we have presented a complete analysis of the decay of the energy
of the 1-d PML system both at the continuous and semi-discrete level.
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1. Analyzing the continuous system, we have shown that the two relevant
parameters to describe the dissipation of the energy are I =

∫ 1

0
σ(x) dx and

‖θ‖∞ as in (2.5). The exponential decay rate is exactly I while θ enters in
the estimate of the multiplicative constant C(ω(σ)) (see Theorem 3.1). This
also con�rms the interest in taking singular σ /∈ L1 as in [7]-[9]-[8].
2. An interesting question would be to investigate the decay of the energy
in higher dimensions and to make precise which are the relevant parameters
entering in it. According to [22], one could expect that the abscissa of the
high frequency eigenvalues is related to the mean value of the damping along
the rays of Geometric Optics. But the analysis of the low frequencies could be
more complex, because of the possible overdamping phenomena, that could
arise in the multi-dimensional case, although they have been excluded in 1-d.
3. At the semi-discrete level, we have studied in detail 1-d �nite-di�erence
approximation schemes. However, our analysis holds in a much more general
setting. For instance, the same results holds for a �nite element method.
Besides, the construction we did in subsection 4.1 can also be done for semi-
discrete multi-dimensional problems. Especially, the discrete energy will not
decay uniformly on the mesh size, and a numerical viscosity will be needed
to recover the property of exponential decay of the energy.
4. To the best of our knowledge, Theorem 5.2 is the �rst one where the
uniform decay rate of the energy for an approximation scheme is proved
to coincide with the decay rate of the energy of the continuous equation.
This subject requires further investigation, for instance in the context of the
damped wave equation. Moreover, this could be of signi�cant importance
in optimal design problems (see [18]), the goal being to design numerical
schemes for which the optimal dampers converge to those of the continuous
model. In view of Theorem 5.2 it is very likely that for a suitable viscous semi-
discretization of the damped wave equation (1.6) this convergence property
will hold.
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