
Martin’s “differential” approach:

some classifying remarks

Liviu Florin DINU
a

and Marina Ileana DINU
b

a Institute of Mathematics of the Romanian Academy
P.O.Box 1-764, Bucharest, RO-014700, ROMANIA

b Polytechnical University of Bucharest
Faculty of Appl. Sci., Dept. of Math.



Abstra
t
Key-Words: Gasdynamic prospect, genuinely nonlinear Burnat type “algebraic” approach, Mar-
tin type “differential” approach, Martin linearization, hyperbolic /elliptic-hyperbolic Monge−
Ampère equation, wave-wave regular interaction, nondegeneracy.

A genuinely nonlinear Burnat type “algebraic” approach [centered on a duality connection be-
tween the hodograph character and the physical character] and a Martin type “differential”
approach [centered on a Monge−Ampère type representation] are quickly overviewed to begin
with.

The two mentioned constructions show some distinct, complementary, valences. • The genuinely
nonlinear “algebraic” approach appears to be essential for some isentropic multidimensional ex-
tensions (simple waves solutions, regular interactions of simple waves solutions) with a classifying
potential. • The “differential” approach appears, in its turn, to be essential for some anisentropic
descriptions.

A “differential” approach, corresponding to a particular anisentropic context, is considered via
a comparison between two significant versions of it − a [hyperbolic] unsteady one-dimensional
version and an [elliptic-hyperbolic] steady two-dimensional one [which appears again to show
a hyperbolic character in presence of a supersonic description]. This mentioned comparison
suggests an important role for a “differential” linearization.

The “differential” linearized approach is finally parallelled to the genuinely nonlinear “algebraic”
approach − making evidence of some nontrivial contrasts.

Incidentally, in the mentioned particular strictly anisentropic context the “algebraic” construc-
tion must be essentially replaced by a related construction − corresponding to a “differential”
linearized approach. The two mentioned constructions are related as they coincide in an isen-
tropic context.
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1. Burnat's \algebrai
" approa
h
For the multidimensional first order hyperboli
 system of a gasdynamic type [whose coefficients
only depend on u]

n
∑

j=1

m
∑

k=0

aijk(u)
∂uj
∂xk

= 0, 1 ≤ i ≤ n (1)

the “algebraic” approach (Burnat [1]) starts with identifying dual pairs of directions ~β,~κ [we
write ~κ ↽⇀ ~β] connecting [via their duality relation] the hodograph [= in the hodograph space
H of the entities u] and physical [= in the physical space E of the independent variables]
characteristic details. The duality relation at u∗ ∈ H has the form:

n
∑

j=1

m
∑

k=0

aijk(u
∗)βkκj = 0, 1 ≤ i ≤ n. (2)

Here ~β is an exceptional direction [= orthogonal in the physical space E to a characteristic char-
acter]. A direction ~κ dual to an exceptional direction ~β is said to be a hodograph characteristic
direction.

Example 1. For the one-dimensional strictly hyperbolic version of system (1) a finite
number n of dual pairs ~κi↽⇀~βi consisting in ~κi=~Ri and ~βi=Θi(u)[−λi(u), 1], where ~Ri is a right
eigenvector of the n× n matrix a and λi is an eigenvalue of a, are available (i = 1, ..., n). Each
dual pair associates in this case, at each u∗∈R [for a suitable R⊂H], to a vector ~κ a single dual
vector ~β. �

Example 2 (Peradzyński [10]). For the two-dimensional version (3) of (1), corresponding to
an isentropic description (in usual notations: c is the sound velocity, vx, vy are fluid velocities)



































∂c

∂t
+vx

∂c

∂x
+vy

∂c

∂y
+
γ−1

2
c

(

∂vx
∂x

+
∂vy
∂y

)

= 0

∂vx
∂t

+ vx
∂vx
∂x

+ vy
∂vx
∂y

+
2

γ − 1
c
∂c

∂x
= 0

∂vy
∂t

+ vx
∂vy
∂x

+ vy
∂vy
∂y

+
2

γ − 1
c
∂c

∂y
= 0 ,

(3)

an infinite number of dual pairs are available at each u∗∈H. Each dual pair associates, at the
mentioned u∗, to a vector ~κ a single dual vector ~β. �

Example 3 (Peradzyński [11]). For the isentropic description corresponding to the three-
dimensional version of (3) an infinite number of dual pairs are available at each u∗∈H. Each dual
pair associates, at the mentioned u∗, to a vector ~κ a finite [constant, 6=1] number of k independent
exceptional dual vectors ~βj , 1≤j≤k; and therefore has the structure ~κ ↽⇀(~β1,..., ~βk). �

Definition 4 (Burnat [1]). A curve C⊂H is said to be characteristic if it is tangent at each
point of it to a characteristic direction ~κ. A hypersurface S ⊂H is said to be characteristic if
it possesses at least a characteristic system of coordinates. �2. Genuine nonlinearity. Simple waves solution

Remark 5. As it is well-known [Lax], in case of an one-dimensional strictly hyperbolic
version of (1) any hodograph characteristic curve C ⊂R⊂H, of index i, is said to be
genuinely nonlinear (gnl) if the dual constructive pair ~κi ↽⇀ ~βi is restricted by ~κi(u)⋄~βi(u)≡
~Ri(u)·graduλi(u) 6=0 in R; see Example 1. This condition transcribes the requirement d~β

dα 6= 0
along C. �
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Definition 6. We naturally extend the gnl character of a hodograph characteristic curve C
to the cases corresponding to Examples 2 and 3, by requiring along C

∣

∣

∣

∣

∣

d~β

dα

∣

∣

∣

∣

∣

6=0

and, respectively,
k

∑

µ=1

∣

∣

∣

∣

∣

d~βµ
dα

∣

∣

∣

∣

∣

6=0. �

Definition 7a. A solution of (1) whose hodograph is laid along a gnl characteristic curve
is said to be a simple waves solution (here below also called wave). �3. A 
lass of solutions of the system (1).Wave-wave \algebrai
" regular intera
tions.Riemann−Burnat invariants
Let R1, . . . , Rp be gnl characteristic coordinates on a given p-dimensional characteristic region
R of a hodograph hypersurface S with the normal ~n. Solutions of the system

∂ul
∂xs

=

p
∑

k=1

ηkκkl(u)βks(u), u ∈ R; 1≤ l≤n, 0≤s≤m; ~κk ⊥ ~n, 1≤k≤p (4)

appear to concurrently satisfy the system (1). This indicates an “algebraic” importance of the
concept of dual pair [see (2)].

Definition 7b. A solution of (1) whose hodograph is laid on a characteristic hypersurface
is said to correspond to a wave-wave regular interaction if its hodograph possesses a gnl system
of coordinates and a set of Riemann−Burnat invariants R(x) exists, structuring the dependence
on x of the solution u by a regular interaction representation

ul=ul[R1(x0, ..., xm),...,Rp(x0,...,xm)], 1≤ l≤n. (5)

Remark 8. It is easy to see that for a wave-wave regular interaction solution of (4) Ri(x)
must fulfil an (overdetermined and Pfaff) system

∂Rk
∂xs

= ηkβks[u(R)], 1 ≤ k ≤ p, 0 ≤ s ≤ m. (6)

• Sufficient restrictions for solving (6) are proposed in [5], [10], [11]. Also see [2], [4].

• A wave-wave regular interaction reflects the nondegenerate nature of the gnl hodographs of
the interacting simple waves solutions. The “algebraic” characterization of a wave-wave regular
interaction will be regarded to correspond to a case of [“algebraic”] nondegeneracy.4. Martin's \di�erential" approa
h
• Burnat’s approach, associated to the construction of a simple waves solution or of a regular
interaction of simple waves solutions, appears to be essentially isentropic.
• To a particular anisentropic context we associate in §§4,5 a Martin approach: in two significant
versions [unsteady one-dimensional, steady two-dimensional].
• Incidentally, and partially, in the mentioned particular anisentropic context the Burnat con-
struction could be essentially replaced by a related construction [Remark 15] − corresponding
to a Martin linearization approach (§§6,7).
• The two mentioned [Burnat’s, Martin linearization] constructions are related as they are co-
incident in an isentropic context (§§8,9).
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4.1. An unsteady one-dimensional version
We consider the gasdynamic system



































∂ρ

∂t
+
∂(ρvx)

∂x
= 0

∂(ρvx)

∂t
+

∂

∂x

(

ρv2
x + p

)

= 0

∂(ρS)

∂t
+
∂(ρvxS)

∂x
= 0 , S = S(p, ρ)

(7)

(in usual notations: ρ, vx, p, S are respectively the mass density, fluid velocity, pressure and
entropy density).

We use, to begin with, the first two equations (7)1,2 to introduce (Martin [7], [8]) the functions
ψ, ξ̃ and ξ cf.

ρ=
∂ψ

∂x
, ρvx=−∂ψ

∂t
; ρvx=

∂ξ̃

∂x
, ρv2

x+p=−∂ξ̃
∂t

; ξ= ξ̃+pt.

We get

dx =
1

ρ
dψ + vxdt, dξ̃ = vxdψ − ρdt, dξ = vxdψ + tdp. (8)4.2. A steady two-dimensional version

For the gasdynamic system


















































∂(ρvx)

∂x
+
∂(ρvy)

∂y
= 0

∂

∂x

(

ρv2
x + p

)

+
∂

∂y
(ρvxvy) = 0

∂

∂x
(ρvxvy) +

∂

∂y

(

ρv2
y + p

)

= 0

∂(ρvxS)

∂x
+
∂(ρvyS)

∂y
= 0 , S = S(p, ρ)

(9)

we use, to begin with, the first three equations (9)1,2,3 to introduce (Martin [8]) the functions
ψ, ξ̃, η̃ cf.

ρvx=
∂ψ

∂y
, ρvy=−∂ψ

∂x
; ρvxvy=−∂ξ̃

∂x
, ρv2

x+p=
∂ξ̃

∂y
; ρvxvy=

∂η̃

∂y
, ρv2

y+p=−∂η̃
∂x

and the functions
ξ = ξ̃ − py, η = η̃ + px

to get
dψ = −(ρvy)dx+ (ρvx)dy, dξ = vxdψ − ydp, dη = vydψ + xdp. (10)5. Anisentropi
 details of Martin's approa
h.5.1. An unsteady one-dimensional version

A continuous [smooth] strictly adiabatic [anisentropic] flow results behind a shock discontinuity
of non-constant continuous [smooth] velocity which penetrates into a region of uniform flow ([7]).
For such a particular anisentropic flow, entropy S(p, ρ) in (7)3 is a function of ψ alone, F (ψ),
determined by the shock conditions. Prescription of F as a function of ψ provides an algebraic
relation between p, ρ, ψ throughout the anisentropic flow region.
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We seek for solutions of (7) which fulfil the (natural; see [4]) requirement

∂p

∂t

∂ψ

∂x
− ∂p

∂x

∂ψ

∂t
6= 0, (11)

use (11) to select [Martin] p and ψ as new independent variables in place of x and t, and compute
from (8)

∂x

∂ψ
=vx

∂t

∂ψ
+

1

ρ
,
∂x

∂p
=vx

∂t

∂p
, vx=

∂ξ

∂ψ
, t=

∂ξ

∂p
. (12)

On eliminating x from (12)1,2 and taking (12)3,4 into account it results that ξ must fulfil the
hyperbolic Monge−Ampère equation

∂2ξ

∂p2

∂2ξ

∂ψ2
−

(

∂2ξ

∂p∂ψ

)2

=−ζ2(p, ψ)≡ ∂

∂p

(

1

ρ

)

≡− 1

ρ2c2
(13)

where ρ=ρ(p, ψ) and c(p, ψ)=

√

(

∂ρ
∂p

)

−1
S is an ad hoc sound speed. Finally, we compute from (12)

x =

∫
(

∂ξ

∂ψ

∂2ξ

∂p∂ψ
+

1

ρ

)

dψ +

(

∂ξ

∂ψ

∂2ξ

∂p2

)

dp. (14)

Remark 9. For any smooth solution ξ(p, ψ) of (13) we get from (12), (14)

vx = vx(p, ψ), x = x(p, ψ), t = t(p, ψ). (15)

On reversing (15)2,3 into p = p(x, t), ψ = ψ(x, t), via (11), and carrying this into (15)1 we get a
form p(x, t), vx(x, t), ψ(x, t) of the corresponding anisentropic solution of (7). �

Remark 10 [Appendix 1]. (a) The hyperbolicity of (7) corresponds to the hyperbolicity
of (13). (b) On prescribing F we will not find the streamlines C0 among the physical characteristic
fields of (7). (c) The two families of characteristics C∓ of (13) in the plane p, ψ appear to
correspond to the two families of sound characteristics C± in the plane x, t. �5.2. A steady two-dimensional version
A continuous [smooth] strictly adiabatic [anisentropic] rotational flow results behind a curved
shock discontinuity from a region of uniform flow ahead ([8]). For such a particular anisentropic
flow, entropy S(p, ρ) in (9)4 and the Bernoulli type function e+ p

ρ
+ 1

2V
2 [e is the density of the

internal energy, V 2 =v2
x+v

2
y ; according to Crocco’s form of (9) (see Appendix 5)] are functions of

ψ alone, F (ψ), respectively H(ψ), determined by the shock conditions. Prescription of F and H
as functions of ψ provides two algebraic relations among p, ρ, V 2, ψ throughout the anisentropic
flow region.

We seek for solutions of (9) which fulfil the [natural] requirement

∂p

∂x

∂ψ

∂y
− ∂p

∂y

∂ψ

∂x
6= 0, (16)

use (16) to select [Martin] p and ψ as new independent variables in place of x and y, and compute
from (10)2,3

x=
∂η

∂p
, y=−∂ξ

∂p
, vx=

∂ξ

∂ψ
, vy=

∂η

∂ψ
, (17)

and from (10)1

vx
∂y

∂ψ
− vy

∂x

∂ψ
=

1

ρ
, vx

∂y

∂p
− vy

∂x

∂p
= 0. (18)
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We then transcribe (18) via (17) cf.

∂ξ

∂ψ

∂2ξ

∂p∂ψ
+
∂η

∂ψ

∂2η

∂p∂ψ
+

1

ρ(p, ψ)
= 0,

∂ξ

∂ψ

∂2ξ

∂p2
+
∂η

∂ψ

∂2η

∂p2
= 0 . (19)

Finally we integrate (19)1 with respect to p and obtain

(

∂ξ

∂ψ

)2

+

(

∂η

∂ψ

)2

=F(p, ψ),
∂ξ

∂ψ

∂2ξ

∂p2
+
∂η

∂ψ

∂2η

∂p2
= 0 ; F(p, ψ) = 2G(ψ) − 2

∫ p dp

ρ
(20)

where F is a known function and G is arbitrary. We solve simultaneously for ∂η
∂ψ

and ∂2η
∂p2

in (20)

and carry the result into ∂2

∂p2

(

∂η
∂ψ

)

= ∂
∂ψ

(

∂2η
∂p2

)

in order to eliminate η in favor of ξ. We are led to

a Monge−Ampère type equation for ξ [Appendix 2]:

4F
[

(

∂2ξ

∂p∂ψ

)2

− ∂2ξ

∂p2

∂2ξ

∂ψ2

]

−4

(

∂ξ

∂ψ

∂F
∂p

)

∂2ξ

∂p∂ψ
+ 2

(

∂ξ

∂ψ

∂F
∂ψ

)

∂2ξ

∂p2
+

{

(

∂F
∂p

)2

−2

[

F−
(

∂ξ

∂ψ

)2
]

∂2F
∂p2

}

=0

(21)

where ρ = ρ(p, ψ) and c(p, ψ)=

√

(

∂ρ
∂p

)−1

S
is an ad hoc sound speed.

As the system (20) is symmetric in ξ and η it results that η must fulfil the same Monge−Ampère
type equation (21). A given solution ξ of (21) is paired by a computed [cf. (20)] solution η of
(21) [Appendix 2].

The characteristic directions for (21) in the plane p, ψ are given by [Appendix 3]

(

dp

dψ

)

±

=
2F ∂2ξ

∂p∂ψ
− ∂F

∂p
∂ξ
∂ψ

±
√

∆

−2F ∂2ξ
∂p2

, ∆ =
4

ρ2c2
v2
y

(

V 2 − c2
)

, V 2 = v2
x + v2

y . (22)

We have [Appendix 4]

−V 2dy +
1

ρc

[

cvx ± vy
√

V 2 − c2
]

dψ = 0

vy

[

vydvx − vxdvy ∓
1

ρc

√

V 2 − c2dp

]

= 0

along the characteristics C± of (21). (23)

Remark 11. In contrast with the unsteady one-dimensional case, the system (9) and the
Monge−Ampère equation (21) show an ellipti
-hyperboli
 character generally. Still, cf. (22), they
show both a hyperbolic character for a supersonic flow. This aspect pairs the one-dimensional
Remark 10a. �

Remark 12. The Mach lines C± of (9) in the physical plane and the characteristics C± [(22)]
of the Monge−Ampère equation (21) are in correspondence. In fact, we get from (23)1 and (10)1

−V 2dy +
1

ρc

[

cvx ± vy
√

V 2 − c2
]

(vxdy + vydx) = 0 along the characteristics C± of (21)

which results in

dy

dx
= −cvx ± vy

√
V 2 − c2

cvy ∓ vx
√
V 2 − c2

=
vxvy ± c

√
V 2 − c2

v2
x − c2

= λ± along the characteristics C± of (21)

where λ+ and λ− are the Mach eigenvalues of the system (9). This aspect pairs the one-
dimensional Remark 10c. �
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Remark 13. On prescribing F and H we will not find the streamlines among the physical
characteristic fields of (9) [Appendix 5]. This aspect pairs the one-dimensional Remark 10b. �6. Martin linearization.Wave-wave \di�erential" regular intera
tion.Riemann−Martin invariants6.1. An unsteady one-dimensional version
Finding a solution to the systems (7) / (9) or, alternatively, to the Monge−Ampère equations
(13) / (21) is a hard task generally. This suggests considering suitable classes of solutions to the
systems (7) / (9) or, alternatively, to the Monge−Ampère equations (13) / (21).

In case of the systems (7) / (9) such classes are, for example, the simple waves solutions or
the wave-wave regular interactions associated to an “algebraic” construction (§§1−3; [1], [10],
[11]; [2], [4]). In case of the equations (13) / (21) such classes are constructed by a linearization
approach ([9]).

We shall distinguish for the systems (7) / (9) or, alternatively, for the Monge−Ampère equations
(13) / (21) between an isentropic context and an anisentropic context.

A Riemann−Lax invariance analysis indicates for (7) that an “algebraic” construction of simple
waves solutions or wave-wave regular interactions must be associated to an isentropic context
([2], 4.6, Example 5.1; [4]).

Some “differential” analogues of the simple waves solutions or wave-wave regular interaction
solutions are available for ζ = P (p)Ψ(ψ) in (13) in six cases only ([9]):

ζ1 =1; ζ2 =P (p) /≡0; ζ3 =
1

p2
; ζ4 =

ψν−1

pν+1
(ν=−γ−1

2γ
; ν 6=0, 1); ζ5 =

ψ−1

p
; ζ6 =ep eψ (24)

where γ is the specific heat ratio. The cases of ζ4, ζ5 and ζ6 correspond to a strictly anisen-
tropic context. For each of these six cases to the equation (13) two intermediate integrals

F±

(

p, ψ, ξ, ∂ξ
∂p
, ∂ξ
∂ψ

)

, linear in ξ, can be associated (Martin [9]) for which F±=constant±=R±

along a characteristic C±. An extension of this result to a more general form of ζ in (13) is
considered in Ludford [6].

We have to distiguish, for each of the mentioned six cases, between the circumstances (a) when
R± depend on the characteristic C±, and (b) when R+ or R− are overall constants.

In the case (a) we may use (Martin [9]) R± as new independent variables. It can be shown
in this case ([9]) that the entities p−1, vx, ψ

−1, t fulfil various Euler−Poisson−Darboux linear
equations

∂2w

∂R+∂R−

− ν

R+−R−

(

∂w

∂R+
− ∂w

∂R−

)

=0, constant ν

to which well-known representations are associated; we present these representations by

p=p(R+,R−), ψ=ψ(R+,R−), vx=vx(R+,R−),

t = t(R+, R−), x = x(R+, R−)
(25)

where x(R+,R−) results by quadratures. Reversing (25)2 into R± = R±(x, t) will induce a
form of solution (25), parallel to (5) [as R± have a characteristic nature]. We call R±(x, t)Riemann−Martin invariants.
In the case (b) we notice that a solution ξ(p, ψ) of the linear equation F+≡R+ or F−≡R− will
automatically fulfil (13). We have to follow, in this case, Remark 9 to describe a solution of (7);
we call such solution a pseudo simple waves solution. See [7] for some numerical remarks.
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Solution (25) might be regarded as pseudo nondegenerate [a formal regular interaction of pseudo
simple waves solutions]. The image of a characteristic C ⊂ E on the hodograph of a solution
of (7) will be said to be a M- characteristic. The hodograph of a formal regular interaction of
pseudo simple waves solutions will be then made by glueing, along suitable M- characteristics, a
hodograph (25) with some suitable hodographs of pseudo simple waves solutions; see Figure 1.

Figure 1

The cases (a) and (b) appear to correspond to a Martin linearization. In Martin [9] it is proven
that for each circumstance (24) a linearization is associated with Euler−Poisson−Darboux rep-
resentations, and quadratures. See Ludford [6] for an extension of the Martin linearization to a
more general form of ζ in (13).

The anisentropic solutions of (7) which do not belong to the linearization list (24) will not show
a regularity structure (25).6.2. The steady two-dimensional version
For the Monge−Ampère type equation (21) the problem of a Martin linearization is still open.7. Pseudo simple waves solution: an one-dimensional example
To ζ4 in (24) two intermediate integrals F± ≡ p ∂ξ

∂p
+ ψ ∂ξ

∂ψ
− ξ ± 1

ν

(

ψ
p

)ν

correspond. We satisfy

F+≡R+ = 0 by

ξ =
1

ν

(

ψ

p

)ν

, ν=−γ−1

2γ
, integral ν, ν 6=0,1

and calculate from (12), (14)

x = − ν + 1

2ν + 1

ψ2ν−1

p2ν+1
, t = − ψν

pν+1
,

vx =
ψν−1

pν
, ρ = (2ν + 1)

p2ν+1

ψ2ν−2
,
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which leads to

p = −
(

ν + 1

2ν + 1

)ν t2ν−1

(−x)ν , vx =
2ν + 1

ν + 1

x

t
,

ψ = −
(

ν + 1

2ν + 1

)ν+1 t2ν+1

(−x)ν+1
.

(27)

This is a [local] pseudo simple waves solution of (7) corresponding to a certain region D⊂E (for
example, a region of t>0, x<0). For this solution the assumption (11) holds, cf.

∂p

∂t

∂ψ

∂x
− ∂p

∂x

∂ψ

∂t
≡−

(

ν+1

2ν+1

)2ν+1 t4ν−1

(−x)2(ν+1)
6=0 in D.

Now, we proceed with the details. We calculate, cf. ζ4 in (24), and (26)

c =
1

ζ4ρ
=

1

2ν + 1

ψν−1

pν
=

1

2ν + 1
vx (28)

and notice that the explicit equations of the [physical] field lines C−, C+, C0 [of these, only C±
have a characteristic character (see Remark 10)] through a point (x∗, t∗) ∈ D result, cf. (27),
(28), by respectively integrating the differential equations

dx

dt
= vx(x, t) − c(x, t) = k−

x

t
along C− (29)−

dx

dt
= vx(x, t) + c(x, t) = k+

x

t
along C+ (29)+

dx

dt
= vx(x, t) = k0

x

t
along C0 (29)0

with

k−=
2ν

ν+1
=−2

γ−1

γ+1
; −1

2
<k−<0 for 1<γ<

5

3

k+ =2;

k0 =
2ν+1

ν+1
=

2

γ+1
; 0<k0<1 for 1<γ<

5

3
.

We get from (29)

|x|=K−|t|k−, K−=log
|x∗|
|t∗|k− along C−∋(x∗, t∗), (30)−

|x|=K+|t|k+, K+ =log
|x∗|
|t∗|k+ along C+∋(x∗, t∗), (30)+

|x|=K0|t|k0, K0 =log
|x∗|
|t∗|k0 along C0∋(x∗, t∗). (30)0

Remark 14. We notice that [in contrast with a simple waves solution] a pseudo simple
waves solution has a two-dimensional hodograph [see (11)] and for it none of the characteristic
fields C± in the physical plane x, t is made of straightlines generally [see (30)]. �

The images of characteristics C+ are labelled by a common R+ (≡ 0) [as associated to correspon-
dent characteristics C+]. Still this will not affect the linearization which is already active [cf.
the case (b) above]. • In case (a) mentioned above, the linearization results from the interaction
of the two available coordinates R±.
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8. \Algebrai
" approa
h and \di�erential" linearized approa
h:a parallel
In each of the six mentioned cases of Martin linearization a parallel is possible, independent
of the already mentioned Riemann−Lax invariance analysis, between the “algebraic” approach
and the “differential” approach. In [3] it is computed, at each point of the hodograph (25),
the following relation between the Burnat hodograph characteristic directions ~κ and the Martin
hodograph characteristic directions ~µ

~µ±=

(

∂p

∂R±

,
∂vx
∂R±

,
∂S

∂R±

)t

=η∓~κ∓+η0~κ0 (31)

where

S(R+,R−)≡F [ψ(R+,R−)], η∓=
1

Λ∓

∂vx
∂R±

, η0 =
∂S

∂R±

.

We notice from (31) that at the points of a solution hodograph of (7) the M - characteristic
fields and, respectively, the Burnat characteristic fields appear to be distinct generally in the
mentioned strictly anisentropic context and can be shown to be coincident in the isentropic
context (cf. η0≡0).

Remark 15. Representation (25) corresponds, for a strictly anisentropic description, to an
example of hodograph surface of (7) which is not a Burnat characteristic surface [Definition
4]. Still, incidentally and essentially for the linearized approach, this representation appears to
be associated with an example of hodograph surface of (7) for which a characteristic character
persists in a Martin sense. �9. Isentropi
 details of Martin's one-dimensional approa
h
In an isentropic flow we have S(p, ρ) ≡ constant in (7)3. We notice in this case [Appendix 1]
that restriction (11) and the Martin’s differential approach are still active.
• Two intermediate integrals are available in this case − corresponding to ζ2 in (24):

F± ≡ vx ±
∫

ζ(p)dp = v±; vx =
∂ξ

∂ψ
.

• It is easy to see in this case that v± structure a Riemann−Burnat invariance and that the
“algebraic” and “differential” approaches appear to be coincident.
• The case (b) above will correspond here to two families of simple waves solutions. This issue
could suggest the terminology of pseudo simple waves solution used above in the anisentropic
approach.
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[10] Z. Peradzyński, Nonlinear plane k-waves and Riemann invariants, Bull. Acad. Polon. Sci.,
Ser. Sci. Tech., 19, 1971, pp. 625−631.
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le lines of (7)

• At �rst, we verify that, for the parti
ular anisentropi
 des
ription in se
tions 4.1, 5.1, the parti
lelines are not 
hara
teristi
. We consider a local system of coordinates (τ, ν) where ∂
∂τ

denotes

differentiation in the particle line direction and ∂
∂ν

denotes differentiation in the direction which
makes an angle of +900 with the first. We use

∂

∂t
=

1
√

1 + v2
x

(

∂

∂τ
+ vx

∂

∂ν

)

,
∂

∂x
=

1
√

1 + v2
x

(

vx
∂

∂τ
− ∂

∂ν

)

(A1.1)

to find from (7) the (τ, ν) form































(1 + v2
x)
∂ρ

∂τ
+ ρvx

∂vx
∂τ

= ρ
∂vx
∂ν

ρ(1 + v2
x)
∂vx
∂τ

+ vx
∂p

∂τ
=
∂p

∂ν
∂S

∂τ
= 0, S = S(p, ρ) .

(A1.2)

We may transcribe (A1.2)3 by

∂S

∂p

∂p

∂τ
+
∂S

∂ρ

∂ρ

∂τ
= 0 for each givenψ [orS] (A1.3)

and we identify

c2 = −

(

∂S
∂ρ

)

p
(

∂S
∂p

)

ρ

=

(

∂ρ

∂p

)−1

S

for each givenψ [orS] (A1.4)
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as an ad hoc anisentropic sound speed. We notice that c2 considered in (A1.4) corresponds to
c2 previously taken into account in (13).

A particularity of the anisentropic description considered in section 4.1 is that a relation S(p, ρ) =
F (ψ) is available among p, ρ, ψ with a smooth F as a prescribed function of ψ. We use this
particularity to determine ∂ρ

∂ν
at the points of a particle line C0. Precisely, we compute

∂S

∂t
=
∂S

∂p

∂p

∂t
+
∂S

∂ρ

∂ρ

∂t
= F ′(ψ)

∂ψ

∂t
= −ρvxF ′(ψ)

which could be transcribed cf. (A1.1), (A1.3) and (A1.4), by:

vx

[

∂p

∂ν
− c2(p, ψ)

∂ρ

∂ν

]

+
ρvx

√

1+v2
x F

′(ψ)
(

∂S
∂p

)

ρ

= 0

or, cf. (A1.2)2, (A1.3), (A1.4), by:

c2(p, ψ)vx
∂ρ

∂ν
= vx

[

ρ(1+v2
x)
∂vx
∂τ

+ vx
∂p

∂τ

]

+
ρvx

√

1+v2
x F

′(ψ)
(

∂S
∂p

)

ρ

.

We add this relation to (A1.2)1,2 in order to determine ∂p
∂ν
, ∂vx

∂ν
, ∂ρ
∂ν

at the points of a particle
line. The veri�
ation is 
omplete.
• The two families of characteristics C± of (7) [could be put in correspondence with the two
families of characteristics C± of (13). In fact we have















d

(

∂ξ

∂ψ

)

± ζdp = 0

d

(

∂ξ

∂p

)

∓ ζdψ = 0

along C± (A1.5)

and therefore

∓dt
(12)4,(A1.5)2

= −ζdψ (8)1
= −1

c
(dx− vxdt) along C±

which corresponds to
dx = (vx ± c)dt along C±.2. The Monge−Amp�ere type equation (21)

In order to eliminate η we solve (20) for ∂η
∂ψ

and ∂2η
∂p2

∂η

∂ψ
= ε

[

F(p, ψ) −
(

∂ξ

∂ψ

)2
]

1

2

,
∂2η

∂p2
= −ε ∂ξ

∂ψ

∂2ξ

∂p2

[

F(p, ψ) −
(

∂ξ

∂ψ

)2
]− 1

2

, ε = ±1 (A2.1)

and put ∂2

∂p2

(

∂η
∂ψ

)

= ∂
∂ψ

(

∂2η
∂p2

)

into the form

Φ

(

ψ, p, ξ,
∂ξ

∂p
,
∂ξ

∂ψ
,
∂2ξ

∂p2
,
∂2ξ

∂p∂ψ
,
∂2ξ

∂ψ2

)

≡

≡ 4F
[

(

∂2ξ

∂p∂ψ

)2

− ∂2ξ

∂p2

∂2ξ

∂ψ2

]

− 4

(

∂ξ

∂ψ

∂F
∂p

)

∂2ξ

∂p∂ψ
+ 2

(

∂ξ

∂ψ

∂F
∂ψ

)

∂2ξ

∂p2

+

{

(

∂F
∂p

)2

− 2

[

F −
(

∂ξ

∂ψ

)2
]

∂2F
∂p2

}

= 0. (21)
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• For a given solution ξ of (21) we compute by quadratures:

η
(A2.1)

=

∫

∂η

∂p
dp+

∂η

∂ψ
dψ

where
∂η

∂p

(A2.1)
=

∫

∂2η

∂p2
dp+

∂2η

∂ψ∂p
dψ .3. The 
hara
teristi
 dire
tions asso
iated to the Monge−Amp�ere typeequation (21)

For the characteristic directions associated to the Monge−Ampère type equation (21) we get,
at a suitable point P in the space of the arguments of Φ in (21),





∂Φ

∂
(

∂2ξ
∂ψ2

)β2
1 +

∂Φ

∂
(

∂2ξ
∂p∂ψ

)β1β2 +
∂Φ

∂
(

∂2ξ
∂p2

)β2
2





P

= 0 (A3.1)

where
~β = (β1, β2) = (dp,−dψ) (A3.2)

is an exceptional direction [orthogonal to a characteristic direction (dψ,dp)]. We transcribe
(A3.1) by

[

−2F ∂2ξ

∂p2

]

P

(

dp

dψ

)2

− 2

[

2F ∂2ξ

∂p∂ψ
− ∂F
∂p

∂ξ

∂ψ

]

P

dp

dψ
+

[

−2F ∂2ξ

∂ψ2
+
∂F
∂ψ

∂ξ

∂ψ

]

P

= 0

to get finally
(

dp

dψ

)

±

=

[

2F ∂2ξ
∂p∂ψ

− ∂F
∂p

∂ξ
∂ψ

]

P
±

√
∆

[

−2F ∂2ξ
∂p2

]

P

(A3.3)

where

∆ =

[

2F ∂2ξ

∂p∂ψ
− ∂F
∂p

∂ξ

∂ψ

]2

P

−
[

−2F ∂
2ξ

∂p2

]

P

[

−2F ∂2ξ

∂ψ2
+
∂F
∂ψ

∂ξ

∂ψ

]

P

=

[

F −
(

∂ξ

∂ψ

)2
]

P

[

2F ∂
2F
∂p2

−
(

∂F
∂p

)2
]

P

=
4

ρ2c2
v2
y

(

V 2 − c2
)

(A3.4)

cf. [see (17)3,4 and (20)1,3]

V 2 = F = 2G(ψ) − 2

∫ p dp

ρ
;

∂F
∂p

= − 2

ρ(p, ψ)
;

∂2F
∂p2

=
2

ρ2

∂ρ

∂p
=

2

ρ2c2
. (A3.5)4. The relations (23) along the 
hara
teristi
s of (21).

We re-arrange (A3.3) into the form

2F
[

∂2ξ

∂p2
dp+

∂2ξ

∂p∂ψ
dψ

]

− ∂F
∂p

∂ξ

∂ψ
dψ ±

√
∆dψ = 0

12



which can be transcribed as

−2Fdy − ∂F
∂p

∂ξ

∂ψ
dψ ±

√
∆dψ = 0, y=−∂ξ

∂p
, along C±

and results in (23)1 cf. (17)3,4, (A3.4), and (A3.5).

Next, in order to obtain (23)2, we compute

2F ∂2ξ
∂p∂ψ

− ∂F
∂p

∂ξ
∂ψ

±
√

∆

−2F ∂2ξ
∂p2

= −
2F ∂2ξ

∂ψ2 − ∂F
∂ψ

∂ξ
∂ψ

2F ∂2ξ
∂p∂ψ

− ∂F
∂p

∂ξ
∂ψ

∓
√

∆
. (A4.1)

We carry this into (A3.3) to get

(

dp

dψ

)

±

= −

[

2F ∂2ξ
∂ψ2 − ∂F

∂ψ
∂ξ
∂ψ

]

P
[

2F ∂2ξ
∂p∂ψ

− ∂F
∂p

∂ξ
∂ψ

]

P
∓

√
∆
. (A4.2)

We re-arrange (A4.2) into the form

2F
[

∂2ξ

∂p∂ψ
dp+

∂2ξ

∂ψ2
dψ

]

− ∂ξ

∂ψ

[

∂F
∂p

dp+
∂F
∂ψ

dψ

]

∓
√

∆dp = 0

which can be transcribed as

2V 2dvx − vxdV
2 ∓

√
∆ = 0 , along C±

and results in (23)2 cf. (17)3,4, (A3.4), and (A3.5).5. Nature of the streamlines of (9)
• We consider first [cf. (9)4] the relation

S(p, ρ) = F (ψ) along each streamline of (9) (A5.1)

with F known [as determined by the shock conditions]. Prescription of F as a function of ψ
provides a first algebraic relation among p, ρ, V 2, ψ throughout the mentioned anisentropic flow
region behind the curved shock.

• Next, we notice that the equations (9)2,3 can be re-arranged into the steady two-dimensional
version of Crocco’s form

(curl ~v) × ~v = T gradS − grad

(

e+
p

ρ
+

1

2
V 2

)

. (A5.2)

From (A5.1), (A5.2) we then get

e+
p

ρ
+

1

2
V 2 = H(ψ) along each streamline of (6.24). (A5.3)

with H known [as determined by the shock conditions]. Prescription of H as a function of ψ
provides a second algebraic relation among p, ρ, V 2, ψ throughout the mentioned anisentropic
flow region behind the curved shock.

• We verify that, for the parti
ular anisentropi
 des
ription in se
tions 4.2, 5.2, the streamlines are not
hara
teristi
. We consider a local system of coordinates (τ, ν) where ∂
∂τ

denotes differentiation

in the streamline direction and ∂
∂ν

denotes differentiation in the direction which makes an angle
of +900 with the first. We use

∂

∂x
=

1

V

(

vx
∂

∂τ
− vy

∂

∂ν

)

,
∂

∂y
=

1

V

(

vy
∂

∂τ
+ vx

∂

∂ν

)

(A5.4)
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to find from (9) the (τ, ν) form















































ρvy
∂vx
∂ν

− ρvx
∂vy
∂ν

= V 2 ∂ρ

∂τ
+

1

2
ρ
∂V 2

∂τ

vy
∂p

∂ν
= vx

∂p

∂τ
+ ρV 2 ∂vx

∂τ

vx
∂p

∂ν
= −vy

∂p

∂τ
− ρV 2∂vy

∂τ
∂S

∂τ
= 0, S = S(p, ρ) .

(A5.5)

We notice that (A5.5)2 and (A5.5)3 are coincident cf. (20)1,3.

Again, we may transcribe (A5.5)4 by

∂S

∂p

∂p

∂τ
+
∂S

∂ρ

∂ρ

∂τ
= 0 for each givenψ [orS] (A5.6)

and we identify

c2 = −

(

∂S
∂ρ

)

p
(

∂S
∂p

)

ρ

=

(

∂ρ

∂p

)−1

S

for each givenψ [orS] (A5.7)

as an ad hoc anisentropic sound speed. We notice that c2 considered in (A5.7) corresponds to
c2 previously taken into account in (21).

We use (A5.1) to determine ∂ρ
∂ν

at the points of a streamline C0. Precisely, we compute

∂S

∂y
=
∂S

∂p

∂p

∂y
+
∂S

∂ρ

∂ρ

∂y
= F ′(ψ)

∂ψ

∂y
= ρvxF

′(ψ)

which could be transcribed cf. (A5.4), (A5.6) and (A5.7) by:

vx
∂ρ

∂ν
= −vy

∂ρ

∂τ
− ρV 2

c2
∂vy
∂τ

− ρvxV F
′(ψ)

(

∂S
∂ρ

)

p

. (A5.8)

Next, we use (A5.3) to compute

∂

∂y

[

e(p, ρ) +
p

ρ
+

1

2
V 2

]

= ρvxH
′(ψ)

which could be transcribed cf. (A5.4), by:

v2
x

∂vx
∂ν

+vxvy
∂vy
∂ν

=ρvxV H
′(ψ)−vxvy

∂vx
∂τ

+
∂vy
∂τ

[

ρV 2

c2

(

∂e

∂ρ
− p

ρ2

)

+ρV 2

(

∂e

∂ρ
+

1

ρ

)

−v2
y

]

+

(

∂e

∂ρ
− p

ρ2

)

ρvxVF
′(ψ)

(

∂S
∂ρ

)

p

(A5.9)

We add this relation to (A5.5)1 in order to determine ∂vx

∂ν
,
∂vy

∂ν
at the points of a streamline C0.

Equations (9)2,3 contribute in this computation with the relations (A5.3) [leading to (A5.9)] and
(A5.5)2 [as (A5.5)2 and (A5.5)3 are coincident]. Equation (9)4 contributes in this computation
with the relation (A5.1) [leading to (A5.8)]

We have (A5.5)1, (A5.9), (A5.5)2 and (A5.8) at our disposal to determine ∂ρ
∂ν

, ∂p
∂ν

, ∂vx

∂ν
,
∂vy

∂ν
at

the points of a streamline. The veri�
ation is 
omplete.
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