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Abstract. Let M be a compact Riemannian manifold. We prove existence of a global
weak solution of the stochastic wave equation Dt∂tu = Dx∂xu + (Xu + λ0(u)∂tu +
λ1(u)∂xu) Ẇ where X is a continuous tangent vector field on M , λ0, λ1 are continu-
ous vector bundles homomorphisms from TM to TM and W is a spatially homogeneous
Wiener process on R with finite spectral measure. A new general method of constructing
weak solutions of SPDEs that does not rely on martingale representation theorem is used.

1. Introduction

Wave equations subject to random excitations have been intensively studied in the last
forty years for their applications in physics, relativistic quantum mechanics or oceanog-
raphy, see for instance [5, 6, 8, 9, 12, 13, 27, 28, 29, 34, 36, 37, 11, 23, 24, 30, 38, 39]
and references therein. The mathematical research has mostly considered stochastic wave
equations in Euclidean spaces. However many physical theories and models in modern
physics such as harmonic gauges in general relativity, non-linear σ-models in particle sys-
tems, electro-vacuum Einstein equations or Yang-Mills field theory require the target space
of the solutions to be a Riemannian manifold ([19, 44]). One then usually speaks about
geometric wave equations (GWE).

Let us briefly outline the historical development of the deterministic theory of geometric
wave equations, about which we refer the reader to nice surveys in [44] and [51]. The
existence and the uniqueness of global solutions is known to hold for wave equations with
an arbitrary target manifold provided that the Minkowski space of the equation is either
R1+1 or R1+2, see [19, 20, 45, 53] or [10, 31]. In the case of R1+1, the global solutions are
known to exist in the weak [53], respectively the strong form [19, 20, 45, 26] depending
on the regularity of the initial conditions. In the case of R1+2, the existence of global
weak solutions has been established in [10] and [31]. The case of R1+d for d ≥ 3 is more
interesting since simple counterexamples were constructed to show that smooth solutions
may explode in finite time or that weak solutions can be non-unique, see for example
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[45, 7, 44]. Existence (without uniqueness) of global solutions on R1+d was proved for
compact homogeneous spaces in [16].

Stochastic wave equations with values in Riemannian manifolds, also called stochastic
geometric wave equations (SGWE), see equation (1.2) below, were first studied by the
present authours in [1] and [3]. In those papers the existence and uniqueness of global strong
solutions were established for such equations defined on the one-dimensional Minkowski
space R1+1 in the case when the target manifold M is an arbitrary compact Riemannian
manifold, the (nonlinear) diffusion coefficient is a C1-class map from T 2M to TM of a
sub-linear growth and the spectral measure of the Wiener process has finite moments up
to order 2. It was assumed that the initial data u(0), ut(0) are from the space H2

loc ×H1
loc

and it was proved that there exists an H2
loc ×H1

loc-valued continuous process (u, ∂tu) that
is a solution to the SGWE (1.2). Finally, natural definitions of an intrinsic and extrinsic
solution were proposed and and their equivalence was proved.

In a subsequent paper [2] the existence of solutions to the SGWE was investigated
when the target manifold M is of a special form. To be precise the existence (but not
uniqueness) of a global weak solution to (1.2) defined on a Minkowski space R1+d with
values in a compact Riemannian homogeneous space. In particular, the existence
of a global weak solution defined on a Minkowski space R1+d with values in a sphere was
proved. It was assumed that the (nonlinear) diffusion coefficient is of the following form

Xu + λ0(u)∂tu+
d∑
j=1

λj(u)∂xj
u (1.1)

with X and λj, j = 0, · · · , d being respectively a continuous vector field on M and vector
bundles homomorphisms from TM to TM , and with W being a spatially homogeneous
Wiener process on Rd whose spectral measure is finite. On the other hand it was possible
to weaken the assumptions on the spectral measure and on the space regularity of the
initial data. The price that had to be paid was the lower space-time regularity of the
solution (u, ∂tu) which is only an H1

loc × L2
loc-valued weakly continuous process.

The aim of the present paper is to generalise results from all three papers [1, 3, 2]. We
establish the existence of a solution under weak regularity assumptions on the data as in the
third paper [2] for a general target manifold M as in the first two papers [1, 3]. Another
generalisation of the previous results is that the diffusion coefficient is time dependent
and the spectral measure of the spatially homogeneous Wiener process is assumed to be
only finite. The main result of the present paper Theorem 3.4 generalizes [2] in the one-
dimensional R1+1 case since no restriction on the target manifold imposed. This can be
seen as an analogue of results from [53] for SGSE as far as the existence is concerned. One
should point out that although uniqueness of was also proved in [53], the length of the
present paper, relative distinction of both the problem and the methods have led us to
postpone the question of uniqueness to a separate paper.

Towards this end we assume that M is a compact Riemannian manifold and we consider
the following stochastic wave equation (SGWE)

Dt∂tu = Dx∂xu+ (Xu + λ0(u)∂tu+ λ1(u)∂xu) Ẇ (1.2)
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with a random initial condition (u(0, x, ω), ∂tu(0, x, ω)) = (u0(ω, x), v0(ω, x)) ∈ TM . We
assume that X is a continuous tangent vector field on M , λi, i = 0, · · · , d are continuous
vector bundles homomorphisms from TM to TM andW is a spatially homogeneous Wiener
process on R with finite spectral measure, see Section 2 for details. By D we denote the
connection on the pull-back bundle u−1TM induced by the Riemannian connection on M ,
see for instance [44]. Note however that deep understanding of the covariant derivative
D is not necessary for reading this paper, see however [3], where an attempt was made
to present the theory in a self-contained way, in particular to introduce the “acceleration”
operators Dt∂t and Dx∂x.

The equation (1.2) is written in a formal way and it was showed in [1] that the two
rigorous definitions of a strong solution, intrinsic and extrinsic, are equivalent. The proof
relies on the use of the Nash embedding theorem [32] according to which M may be
embedded by a metric-preserving diffeomorphism into a certain euclidean space Rn so that
M can be identified with its image in Rn. We show that also in the setting of the the
present paper that a the definitions of a weak intrinsic and weak extrinsic solutions are
equivalent, see Theorem 3.2. Finally, we prove existence of a global weak solution of (1.2)
- our Theorem 3.4.

Finally, we remark that our proof of the main theorem is based on a new general method
of constructing weak solutions of SPDEs that does not rely on any kind of martingale
representation theorem and that might be of interest itself (it was succesfully used for the
first time in [2]).

Notation, Definitions and Conventions

• SR, respectively SC denote the Schwartz space of real, respectively complex, valued
C∞-class of rapidly decreasing functions on R,

• S ′
R, respectively S ′

C denote the corresponding spaces of tempered distributions on
R,

• F(S) = Ŝ denotes the Fourier transform of a tempered distribution S,
• J2(H,X) denotes the space of Hilbert-Schmidt operators from a Hilbert space H

to a Hilbert space X,
• M is a d-dimensional compact submanifold in Rn,
• TpM and NpM denote the tangent and the normal space respectively at p ∈M ,
• TM , NM denote the tangent and the normal bundle, respectively,
• Ap : TpM ×TpM → NpM is the second fundamental form of the submanifold M in
Rn at p ∈M ,

• For k ∈ [0,∞), Hk+1
loc × Hk

loc(TM) denotes the closed subset of the metric space
Hk+1
loc (R;Rn)×Hk

loc(R;Rn) consisting of the elements (f, g) such that (f(x), g(x)) ∈
TM for a.e. x ∈ R,

• T 2(M) denotes a vector bundle over M whose fiber at p ∈M is Txm× Txm,
• X is a continuous vector field on M and, for any i ∈ {0, · · · , d}, λi is a continuous

vector bundles homomorphism from TM to TM , i.e. λi(p), is a linear endomor-
phism on TpM for every p ∈M .
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• Y is a map from T 2(M) to TM of the following form

Y (p, ξ, η) = X(p) + λ0(p)ξ + λi(p)η, t ∈ R+, x ∈ R, p ∈M, ξ, η ∈ TpM. (1.3)

• Whenever E is a vector class of functions defined on R, Ecomp will denote the
subclass of those f ∈ E which have compact support, for instance Lcomp.

• A spectral measure on R is a positive symmetric Borel measure on R. A spectral
measure satisfying µ(R) <∞ will be called a finite spectral measure.

• We use the standard convention (which anyhow follows from the definition) that
inf ∅ = ∞.

• By ξ · η we shall often denote the Euclidean scalar product of vectors ξ, η in Rn.

2. Spatially homogeneous Wiener process

Following [37] and [4] let us assume that µ is a finite symmetric Borel measure on R and
let (Ω,F ,F,P), (Ft)t≥0 be a stochastic basis. A spatially homogeneous Wiener process
with spectral measure µ can be introduced in two equivalent ways. The first one is to
consider a centered Gaussian random field (W(t, x) : t ≥ 0, x ∈ R) such that for every
x ∈ R, (W(t, x) : t ≥ 0) is an F-Wiener process and

E {W(s, x)W(t, y)} = min {s, t}Γ(x− y), t, s ≥ 0, x, y ∈ R (2.1)

where Γ : R→ R is the Fourier transform of the measure (2π)−
1
2µ, i.e.

Γ(x) = (2π)−1

∫

R
e−ixξµ(dξ), x ∈ R.

The second is to consider an S ′
R-valued F-Wiener process satisfying the following condi-

tion, with s ∧ t := min {s, t},
E {〈W (s), ϕ0〉〈W (t), ϕ1〉} = s ∧ t 〈ϕ̂0, ϕ̂1〉L2(µ), t, s ≥ 0, ϕ0, ϕ1 ∈ SR. (2.2)

The equivalence between these two points of view is best seen from the following formula,
see for instance [37, p. 190],

〈W (t), ϕ〉 =

∫

R
W(t, x)ϕ(x) dx, t ≥ 0, ϕ ∈ SR. (2.3)

Here however we will leave aside this question and use only the second approach.
The following result describes the reproducing kernel Hilbert space (RKHS) of a spatially

homogeneous Wiener process and some of its properties, see Proposition 1.2 in [37] and
Lemma 1 in [34].

Proposition 2.1. Let W be a spatially homogeneous Wiener process with a finite spectral
measure µ. Let Hµ the reproducing kernel Hilbert space1 of W . Then the following equality
holds

Hµ = {ψ̂µ : ψ ∈ L2
C(R, µ), ψ(x) = ψ(−x)}, (2.4)

〈ψ̂0µ, ψ̂1µ〉Hµ = 〈ψ0, ψ1〉L2(µ), ψ̂0µ, ψ̂1µ ∈ Hµ. (2.5)

1More precisely, Hµ is the RKHS of the law of the S ′
R-valued gaussian random variable W (1).
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Moreover, Hµ is continuously embedded in the space Cb(R) of real continuous and bounded
functions on R and there exists a constant c ∈ R+ such that

‖ξ 7→ hξ‖J2(Hµ,L2(R)) = cµ(R)]
1
2 |h|L2(R), h ∈ L2

R(R). (2.6)

2.1. Stochastic integration. If X and H are separable Hilbert spaces, the latter being

real, and W is an H-cylindrical F-Wiener process then the Itô integral
∫ T

0
h dW can be

constructed as an X-valued random variable provided that h ∈ N 2(0, T ;J2(H,X)), i.e. h
is an F-progressively measurable processes with values in J2(H,X) and

∫ T

0

‖h(s)‖2
J2(H,X) ds <∞. (2.7)

See for instance [14] for details. Moreover, there exists an X-valued continuous F-local
martingale M = (M(t))t∈[0,T ] such that for every t ∈ [0, T ], P almost surely,

M(t) =

∫ t

0

h(s) dW (s).

With a slight abuse of notation such martingales will often be denoted by
∫ t

0
h(s) dW (s),

t ≥ 0.
We will often consider integrals, including Itô integrals, taking values in the local spaces,

for instance H l
lok(R), where l > 0. We will thus write that integrals converge in H l

lok(R)
whenever they converge in the Hilbert spaces H l(−R,R) for every R > 0.

Remark 2.2. It is known that reproducing kernel Hilbert space of a spatially homogeneous
F-Wiener process W with spectral measure µ is equal to Hµ.

A proof of the following proposition is based on the Garsia-Rodemich-Rumsey lemma
[18] and can be found for instance in Lemma 4 in [36].

Proposition 2.3. Let p, r ∈ (2,∞) and γ ∈ (0, 1
2
) satisfy γ + 1

p
+ 1

r
< 1

2
and let K be a

separable Hilbert space. Then there exists a constant c∗ such that

E
∣∣∣∣
∫ ·

0

ψ(s) dW

∣∣∣∣
p

Cγ([0,t];K)

≤ c∗E
(∫ t

0

‖ψ(s)‖rJ2(U,K) ds

) p
r

, t ≥ 0

holds for every cylindrical Wiener process W on some real separable Hilbert space U and
every progressively measurable process ψ with paths in Lrloc(R+;J2(U,K)).

We assume that (X, d) is a separable Fréchet space, see paper [21] by Hamilton, sat-

isfying the following properties. There exist sequences (Xn)
∞
n=1, (

◦
Xn)

∞
n=1, (πn)

∞
n=1 and

(πnm)1≤n≤m<∞ such that for each n ∈ N∗, Hn is a separable Hilbert space, πn : X → Xn

and πnm : Xm → Xn are continuous linear surjections, πnm ◦ πm = πn for n ≤ m,
◦
Xn is a

dense subspace of Xn, and a family (ϕn)n=1 defined by ϕn(x) = |πn(x)|Xn , form a family of
semi-norms on X defining the topology on X. Deterministic calculus for functions taking
values in X is described in the above mentioned work by Hamilton. What concerns the
stochastic calculus, it is natural to generalise the Itô integral to the current setting.
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Let K be separable real Hilbert space and W is an K-cylindrical F-Wiener process.
We say that a process h belongs to N 2(0, T ;J2(K,X)), if and only if for each n ∈ N,
πn ◦ h is an F-progressively measurable J2(K,Xn)-valued process. We say that h ∈
M2(0, T ;J2(K,X)) iff h ∈ N 2(0, T ;J2(K,X)) and for each n ∈ N

E
∫ T

0

‖πn ◦ h(s)‖2
J2(K,Xn) ds <∞. (2.8)

It is possible to prove that for each h ∈M2(0, T ;J2(K,X)) there exists a unique X-valued
continuous process M such that n ∈ N, πn ◦M is an Xn-valued local martingale and, for
each t ∈ [0, T ],

πn ◦M(t) =

∫ t

0

πn ◦ h(s) dW (s). (2.9)

Moreover, if h ∈M2(0, T ;J2(K,X)), then the process M is such that n ∈ N, πn ◦M is
an Xn-valued martingale and,

E|πn ◦M(t)|2Xn
= E

∫ T

0

‖πn ◦ h(s)‖2
J2(K,Xn) ds. (2.10)

3. Statements of the main results

Definition 3.1. Let W be a spatially homogeneous Wiener process with a finite spectral
measure µ.
An intrinsic solution to problem (1.2) is an F-adapted weakly continuous H1

loc×L2
loc(TM)-

valued process z = (u, v) such that
for every ω ∈ Ω and every ϕ ∈ L2

comp(R) the equality

d

dt
〈u(·, ω), ϕ〉L2(R) = 〈v(·, ω), ϕ〉L2(R) (3.1)

holds on R+,
for every smooth vector field Z on M and every ϕ ∈ H1

comp(R) the equality

〈v(t) · Z(u(t)), ϕ〉L2(R) = 〈v(0) · Z(u(0)), ϕ〉L2(R) −
∫ t

0

〈∂xu(s) · Z(u(s)), ∂xϕ〉L2(R) ds

−
∫ t

0

〈
∂xu(s) · (∇∂xu(s)Z)|u(s), ϕ

〉
L2(R)

ds

+

∫ t

0

〈
v(s) · (∇v(s)Z)|u(s), ϕ

〉
L2(R)

ds

+

∫ t

0

〈[Y (u(s), v(s), ∂xu(s)) · Z(u(s))] dW,ϕ〉L2(R) (3.2)

holds P-P almost surely, for every t ≥ 0.
An extrinsic solution to problem (1.2) is an F-adapted weakly continuous H1

loc×L2
loc(TM)-

valued process z = (u, v) satisfying the condition (3.1) and, instead of (3.2), the following
one.
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For any ϕ ∈ H1
comp(R) the equality

〈v(t), ϕ〉L2(R) = 〈v(0), ϕ〉L2(R) −
∫ t

0

〈∂xu(s), ∂xϕ〉L2(R) ds

+

∫ t

0

〈
Au(s) (v(s), v(s))− Au(s) (∂xu(s), ∂xu(s)) , ϕ

〉
L2(R)

ds

+

∫ t

0

〈Y (u(s), v(s), ∂xu(s)) dW,ϕ〉L2(R) (3.3)

holds P almost surely for every t ≥ 0.

The next result is about the relationship between two different types of solution. Its
proof is postponed till section 8.

Theorem 3.2. An F-adapted weakly continuous H1
loc × L2

loc(TM)-valued process z is an
intrinsic solution if and only if it is an extrinsic solution.

Hence the following definition is well posed.

Definition 3.3. An intrinsic or an extrinsic solution is called a solution.

Now we are ready to formulate the main result of our paper. Its proof will be preceded
by some auxiliary results presented in the forthcoming sections.

Theorem 3.4. Let Θ be a Borel probability measure on H1
loc × L2

loc(TM) and let µ be
a finite spectral measure on R. Then there exists a completely filtered probability space
(Ω,F , (Ft),P), a spatially homogeneous F-Wiener process W with spectral measure µ and
an F-adapted process z with weakly continuous paths in H1

loc × L2
loc(TM) such that (z,W )

is a solution and Θ is the law of z(0). Morover, if q > 0 and T > 0, then there exists a
constant c depending on q, T , X, λ0, λ1 and µ(R) such that

E sup
s∈[0,t]

Ir,TeT,q(s, z(s)) ≤ 3etc {E [Ir,TeT,2q(0, z(0))]} 1
2 (3.4)

holds for every r > 0 and t ∈ [0, T ) where Ir,T = 1[|z(0)|H1(−T,T )×L2(−T,T )≤r] and

eT,q(t, u, v) =

(
1 +

1

2
|u|2L2(−T+t,T−t) +

1

2
|∂xu|2L2(−T+t,T−t) +

1

2
|v|2L2(−T+t,T−t)

)q

(3.5)

is defined for (u, v) ∈ H1
loc(R)× L2

loc(R).

Remark 3.5. eT,q is a local energy function and (3.5) is a uniform local energy estimation.

4. Approximation

Let us assume that (Ω,F ,F,P), where F = (Ft)t≥0 be a complete filtered probability
space. Let z0 = (u0, v0) be an (F0)-measurable H1

loc × L2
loc(TM)-valued random variable

whose law is Θ. Finally, let (βij : i, j ∈ N) be a double sequence of i.i.d. standard F-Wiener
processes.
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4.1. Approximation of the initial condition. By Lemma A.2 we can find a sequence
zk0 = (uk0, v

k
0) (F0)-simple H2

loc ×H1
loc(TM)-valued random variables such that

zk0 → z0 in H1
loc(R)× L2

loc(R) on Ω (4.1)

and, for some CM > 0 and R > 0 and k ∈ N
|zk0 |H1(−R,R)×L2(−R,R) ≤ CM(R

1
2 + |z0|H1(−R−1,R+1)×L2(−R−1,R+1)) on Ω. (4.2)

Remark 4.1. Approximation of the initial data z0 by H2
loc × H1

loc(TM)-valued random
variables in H1

loc × L2
loc-norm would be trivial and would follow from the density of H2

loc ×
H1
loc(TM) inH1

loc×L2
loc(TM) had we not required a sort of uniform approximation satisfying

condition (4.2) which is not trivial and needs a justification.

4.2. Approximation of the Wiener process. It is well known, see [1], that there ex-
ists a strong solution of stochastic geometric wave equations available driven by spatially
homogeneous Wiener processes with spectral measure having finite moments up to order
2. Since our assumptions on µ are much weaker, i.e. we only assume that µ is just a finite
measure, a “localization” argument has to be emplyed. For this purpose we introduce the
following sequence (νk)

∞
k=1 of symmetric Borel measures on R

νk(A) = µ
(
A ∩ (B̄(0, k) \ B̄(0, k − 1))

)
, k ∈ N∗, A ∈ B(R), (4.3)

where B̄(0, k) := {x ∈ A : k − 1 < |x| ≤ k} for k ≥ 1 and B̄(0, 0) := ∅. We also introduce
a corresponding sequence (Hνk

)∞k=1 of Hilbert spaces by

Hνk
= {ψ̂νk : ψ ∈ L2

C(R, νk), ψ(x) = ψ(−x)} (4.4)

endowed with the following scalar products

〈ψ̂0νk, ψ̂1νk〉Hνk
= 〈ψ0, ψ1〉L2(νk).

We write

Jk :=

{
{1, · · · , dim(Hνk

)}, if dim(Hνk
) <∞,

N∗, otherwise.

If k ∈ N∗ then by {ξkj : j ∈ Jk} we denote an orthonormal basis in Hνk
. For each k ∈ N

we consider a cylindrical F-Wiener process W k on Hνk
of the following form

W k(ϕ) =
k∑
i=1

∑
j∈Ji

βijξij(ϕ), ϕ ∈ SR, k ∈ N. (4.5)

Note that W k is a spatially homogeneous F-Wiener processes with spectral measure µk :=∑k
i=1 νi.
The following results are simple and hence their proofs will be omitted.

Lemma 4.2. For every k ∈ N. ∫

R
(1 + y2)µk(dy) <∞. (4.6)

In particular, each measure µk, k ∈ N, satisfies the condition (2.3) from [1].
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Lemma 4.3. The system ∪∞k=1{ξkj : j ∈ Jk} is an orthonormal basis in Hµ.

4.3. Approximation of the diffusion coefficient Y . Theorem 11.1 in [1] requires the
diffusion coefficient to be of C1-class and to satisfy the growth conditions (2.1)-(2.2) from
therein. In order to apply this result we have to approximate our Y in a suitable way. The
following result shows that this is possible.

Proposition 4.4. There exist the following objects.

(i) A sequence (Xk)∞k=1 of smooth compactly supported functions Xk : Rn → Rn,
(ii) a continuous compactly supported function X̄ : Rn → Rn,
(iii) sequences

(
λk0

)∞
k=1

and
(
λk1

)∞
k=1

of smooth compactly supported L(Rn,Rn)-valued func-

tions λ0
0, λ

k
1 : Rn → L(Rn,Rn)

(iv) continuous and compactly supported functions λ̄0, λ̄1 : Rn → Rn×n

such that

• Xk(p) ∈ TpM for every k ≥ 1 and p ∈M ,
• X̄ = X on M ,
• λk0(p), λk1(p) map TpM into itself for every p ∈M , k ∈ N∗,
• λ̄0 = λ0, λ̄1 = λ1 on M ,
• Xk → X̄, λk0 → λ̄0, λ

k
1 → λ̄1 uniformly on Rn.

In particular,

Y k(p, ξ, η) = Xk(p) + λk0(p)ξ + λk1(p)η, p ∈M, ξ, η ∈ TpM (4.7)

satisfies the conditions (2.1) and (2.2) from [1] for every k ∈ N and a map Ȳ defined by

Ȳ (q, ξ, η) = X̄(q) + λ̄0(q)ξ + λ̄1(q)η, q, ξ, η ∈ Rn (4.8)

is an extension of the map Y .

Proof. Let UP the neighbourhood of M introduced in Lemma A.1 and let P be the function
also introduced in that Lemma. We define a a vector field X̃ on UP by

X̃(q) = X(P (q)), for q ∈ UP .
Obviously, X̃ is an extension of the vector field X. Next, by employing the partition of
unity, we can find a compactly supported continuous function X◦ : Rn → Rn such that the
restriction of X◦ to M equals X.

Now, let b be a smooth symmetric densities on Rn whose support is contained in a ball
of radius 1. We put bk = kn/2b(k·), k ∈ N∗. Let π : Rn → L(Rn,Rn) be a C∞0 function
such that

πp is the orthogonal projection from Rn to TpM, p ∈M.

Define next smooth compactly supported functions Xk by

Xk = π(bk ∗X◦).

Then obviously, the restriction of Xk to M is a smooth vector field for each k ∈ N∗.
Moreover, Xk converges, as k →∞, uniformly on Rn, to X̄ := π(X◦).
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Constructions of the approximation of the functions λ0 and λ1 are fully analogous. If j ∈
{0, 1} then BpZ := λj(p)πpZ, Z ∈ Rn defines a continuous L(Rn,Rn)-valued function onM
which can be extended to a compactly supported continuous L(Rn,Rn)-valued function on
Rn, denoted again by B. We consider any smooth compactly supported L(Rn,Rn)-valued
functions Bk such that Bk converges uniformly to B on Rn and then we set λkj := π ◦ Bk

and λ̄j := π ◦B. ¤

4.4. Solutions of the approximating problems. It has been shown in [1, Theorem
11.1], that for each k ∈ N∗ there exists an F-adapted H2

loc ×H1
loc(TM)-valued continuous

process zk = (uk, vk) such that

• every path of the process uk belongs to C1
(
R+, H

1
loc(R)

)
,

• duk

dt
(t, ω) = vk(t, ω) in H1

loc(R) for every (t, ω) ∈ R+ × Ω,

• zk(0) = zk0 P-almost surely

and, for every t ≥ 0 and R > 0, the following equality is satisfied in L2((−R,R);Rn), P
almost surely:

vk(t) = vk0 +

∫ t

0

[
∂xxu

k(s)− Auk(s)(v
k(s), vk(s)) + Auk(s)(∂xu

k(s), ∂xu
k(s))

]
ds

+

∫ t

0

Y k(uk(s), vk(s), ∂xu
k(s)) dW k. (4.9)

Remark 4.5. By [1, Theorem 11.1] a strong solutions to problem (4.9) exists if the spectral
measure µk satisfies condition (4.6) and the diffusion coefficient Y k satisfies the growth
and smoothness conditions (2.1)-(2.2) from therein.

Remark 4.6. A process zk = (uk, vk) satisfies the extrinsic equation (4.9) for every t ≥ 0
P-P almost surely if and only if it satisfies the following intrinsic equation (4.10) for every
t ≥ 0 P almost surely.

〈vk(t), Z(uk(t))〉nR = 〈vk0 , Z(uk(0))〉nR +

∫ t

0

〈Y k(uk(s), vk(s), ∂xu
k(s)), Z(uk(s))〉nR dW k

+

∫ t

0

[〈∂xxuk(s), Z(uk(s))〉+ 〈vk(s),∇vk(s)Z|uk(s)〉nR
]
ds (4.10)

whenever Z is a smooth vector field on M , see [1, Theorem 12.1].

In the following we will show that approximating processes (uk, vk) satisfy the following
local energy inequality, where the local energy functional eT,q has been defined in equality
(3.5).

Theorem 4.7 (Uniform Local Energy Inequality). Let q > 0 and T > 0. Then there exists
a constant c∗ depending on q, T , X, λ0, λ1 and µ(R) such that for every r > 0, t ∈ [0, T )
and k ∈ N

E sup
s∈[0,t]

Ikr,TeT,q(s, z
k(s)) ≤ 3etc∗

{
E [Ikr,TeT,2q(0, z

k(0))]
} 1

2 (4.11)
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where
Ikr,T = 1{

z0:|zk(0)|H1(−T,T )×L2(−T,T )≤r
}. (4.12)

Remark 4.8. The local energy inequality does not hold for any nonlinear wave equation
unless, for instance, the drift nonlinearity f(u,Du) in the equation either depends only
on u and it is a gradient of a positive potential f(u) = ∇F (u), F ≥ 0, see for instance
[47, 49, 48], or it is orthogonal to the velocity, i.e. 〈f(u,Du), ∂tu〉 = 0 as it is so in our case.
Indeed, u is manifold valued, ∂tu ∈ TuM and the second fundamental form Au ∈ NuM .

Proof of Theorem 4.7. Let b be a smooth symmetric density on R with supports in (−1, 1).
Define a sequence (bj) by bj =

√
jb(·/j).

Let us fix k ∈ N. Define the following sequences of processes, j ∈ N,

Zj = (U j, V j) := zk ∗ bj
aj = bj ∗

[
Auk(∂xu

k, ∂xu
k)− Auk(vk, vk)

]
,

yjξ = bj ∗
[
Y k(uk, vk, ∂xu

k)ξ
]
, ξ ∈ Hµk

.

Then, for every ω ∈ Ω, we have

lim
j→∞

sup
t∈[0,T ]

|Zj(t)− zk(t)|H2(−T,T )×H1(−T,T ) = 0,

lim
j→∞

sup
t∈[0,T ]

|aj(t)− [
Auk(t)(∂xu

k(t), ∂xu
k(t))− Auk(t)(v

k(t), vk(t))
] |H1(−T,T ) = 0.

Let us choose and fix q > 0, R > 0 and T > 0 and let us denote the local energy function
eT,q by e.

Thus we infer that

lim
j→∞

e(·, Zj(·, ω)) = e(·, zk(·, ω)) uniformly on [0, T ). (4.13)

Moreover, since for r = 1 is such that ∪jsupp (bj) ⊂ (−r, r), for every i, every s ∈ [0, T )
and ω ∈ Ω,

lim
j→∞

|yj(s, ω)ξi|2L2(−T+s,T−s) = |Y k(uk(s, ω), vk(s, ω), ∂xu
k(s, ω))ξi|2L2(−T+s,T−s)

|yj(s, ω)ξi|2L2(−T+s,T−s) ≤ |Y k(uk(s, ω), vk(s, ω), ∂xu
k(s, ω))ξi|2L2(−T−r,T+r),

Since by Proposition 2.1∑
i

|Y k(uk, vk, ∂xu
k)ξi|2L2(−T−r,T+r) = cµk(R)|Y k(uk, vk, ∂xu

k)|2L2(−T−r,T+r) (4.14)

in view of the Lebesgue Dominated Convergence Theorem, we infer that for every t ∈ [0, T ),

lim
j→∞

∫ t

0

[e(s, Zj(s))]
q−1

q

∑
i

|yj(s)ξi|2L2(−T+s,T−s) ds (4.15)

= cµk(R)

∫ t

0

[e(s, zk(s))]
q−1

q |Y k(uk(s), vk(s), ∂xu
k(s))|2L2(−T+s,T−s) ds, on Ω.
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Finally, let us put

hji(s) = [e(s, Zj(s))]
q−1

q 〈V j(s), yj(s)ξi〉L2(−T+s,T−s),

hi(s) = [e(s, zk(s))]
q−1

q 〈vk(s), Y k(uk(s), vk(s), ∂xu
k(s))ξi〉L2(−T+s,T−s)

Then, since limj→∞ hji = hi on [0, T )× Ω and

|hji(s, ω)− hi(s, ω)|2 ≤ Ck(ω)|Y k(uk(s), vk(s), ∂xu
k(s))ξi|2L2(−T−r,T+r).

and equality (4.14) we infer, by the Lebesgue Dominated Convergence Theorem, that on
Ω,

lim
j→∞

∫ t

0

∑
i

|hji(s)− hi(s)|2 ds = 0, for every t ∈ [0, T ). (4.16)

Let us observe that since for every R ∈ N the convolution operator bj∗ is Hibert-Schmidt
from the RKHS to H l(−R,R) by invoking Proposition 2.1 we infer that the following
equality holds in H l

loc(R) for every t ≥ 0 and every l ∈ N, P almost surely,

U j(t) = U j(0) +

∫ t

0

V j(s) ds

V j(t) = V j(0) +

∫ t

0

[
∂xxU

j(s) + aj(s)
]
ds+

∫ t

0

yj(s) dW k.

Let us point out here that the stochastic integrals are convergent by Proposition 2.1.
Note the local energy function e = eT,q is of C1,2-class on [0, T )×H2(−R,R)×H1(−R,R)

and, for z = (u, v) ∈ H2(−R,R)×H1(−R,R),

∂te(t, z) = −q
2
[e(t, z)]

q−1
q

∑

h∈{u,∂xu,v}

(|h(−T + t))|2 + |h(T − T ))|2)

∂ze(t, z)x = q[e(t, z)]
q−1

q
(〈u, x1〉H1(−T+t,T−t) + 〈v, x2〉L2(−T+t,T−t)

)

∂zze(t, z)(x1, x2) = q(q − 1)[e(t, z)]
q−2

q
(〈u, x1

1〉H1(−T+t,T−t) + 〈v, x2
1〉L2(−T+t,T−t)

)

× (〈u, x1
2〉H1(−T+t,T−t) + 〈v, x2

2〉L2(−T+t,T−t)
)

+ q[e(t, z)]
q−1

q
(〈x1

1, x
1
2〉H1(−T+t,T−t) + 〈x2

1, x
2
2〉L2(−T+t,T−t)

)
.

Therefore the Itô formula, see for instance [14, Theorem 4.17], is applicable.
Note also that by the by integration by parts

∂te(t, Zj) + ∂ze(t, Zj)

(
V j

∂xxU
j + aj

)
≤ q[e(t, Zj)]

q−1
q 〈U j + aj, V j〉L2(−T+t,T−t)
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and, for any ONB (ξi) in Hµk
,

∑
i

∂zze(t, Zj)

((
0
yjξi

)
,

(
0
yjξi

))
=

∑
i

q(q − 1)[e(t, Zj)]
q−2

q 〈V j, yjξi〉2L2(−T+t,T−t)

+
∑
i

q[e(t, Zj)]
q−1

q |yjξi|2L2(−T+t,T−t)

≤ cq
∑
i

[e(t, Zj)]
q−1

q |yjξi|2L2(−T+t,T−t)

Applying finally the Itô formula yields that for every t ∈ [0, T )

e(t, Zj(t)) ≤ e(0, Zj(0)) +

∫ t

0

q[e(s, Zj(s))]
q−1

q 〈U j(s) + aj(s), V j(s)〉L2(−T+s,T−s) ds

+ cq

∫ t

0

[e(s, Zj(s))]
q−1

q

∑
i

|yj(s)ξi|2L2(−T+s,T−s) ds

+

∫ t

0

q[e(s, Zj(s))]
q−1

q 〈V j(s), yj(s) dW k〉L2(−T+s,T−s) (4.17)

P almost surely.
Note that by (4.13),(4.15),(4.16), in view of [35, Proposition 4.1], we have

lim
j→∞

∫ t

0

q[e(s, Zj(s))]
q−1

q 〈V j(s), yj(s) dW k〉L2(−T+s,T−s) (4.18)

=

∫ t

0

q[e(s, zk(s))]
q−1

q 〈vk(s), Y k(uk(s), vk(s), ∂xu
k(s)) dW k〉L2(−T+s,T−s)

in probability.
Since vk ∈ TukM and Auk takes values in NukM , by letting j →∞ in (4.17), we obtain

for every t ∈ [0, T ), P almost surely,

e(t, zk(t)) ≤ e(0, zk(0)) +

∫ t

0

q[e(s, zk(s))]
q−1

q 〈uk(s), vk(s)〉L2(−T+s,T−s) ds (4.19)

+ cqµk(R)

∫ t

0

[e(s, zk(s))]
q−1

q |Y k(uk(s), vk(s), ∂xu
k(s))|2L2(−T+s,T−s) ds

+ Mk,q(t),

where Mk,q is a martingale defined by

Mk,q(t) =

∫ t

0

q[eT,q(s, z
k(s))]

q−1
q 〈vk(s), Y k(uk(s), vk(s), ∂xu

k(s)) dW k〉L2(−T+s,T−s).

Since by the assumptions on the coefficient Y , the definitions of Y k and eT,q we have

|Y k(uk(s), vk(s), ∂xu
k(s))|2L2(−T+s,T−s) ≤ CX,λ0,λ1,T [eT,q(s, z

k(s))]
1
q (4.20)
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by (4.19) we infer that there exists a constant c∗ depending only on q, T , X, λ0, λ1 and
µ(R), such that for every t ∈ [0, T ), P almost surely,

eT,q(t, z
k(t)) ≤ eT,q(0, z

k(0)) + c∗

∫ t

0

eT,q(s, z
k(s)) ds+Mk,q(t). (4.21)

Note that by Proposition 2.1 and (4.20), the quadratic variation of 〈Mk,q〉 ofMk,q satisfies

〈Mk,q〉t =
∑
i

∫ t

0

q2[eT,q(s, z
k(s))]

2(q−1)
q 〈vk(s), Y k(uk(s), vk(s), ∂xu

k(s))ξi〉2L2(−T+s,T−s) ds

≤ c∗

∫ t

0

eT,2q(s, z
k(s)) ds, t ∈ [0, T ). (4.22)

Define, for each j ∈ N, an F-stopping time τj, by

τj = inf {t ∈ [0, T ) : eT,q(t, z
k(t)) ≥ j}.

Note that the function Ikr,T defined in (4.12) is F0-measurable.
By inequalities (4.21) and (4.22) in view of the Gronwall Lemma we infer that

E Ikr,TeT,q(t ∧ τj, zk(t ∧ τj)) ≤ etc∗E Ikr,TeT,q(0, zk(0)), for every t ∈ [0, T ).

Hence, by the Fatou Lemma,

E Ikr,TeT,q(t, zk(t)) ≤ etc∗E Ikr,TeT,q(0, zk(0)), t ∈ [0, T ). (4.23)

On the other hand, denoting

e(t) = sup
s∈[0,t]

eT,q(s, z
k(s)), t ∈ [0, T )

we infer from (4.21) that

E Ikr,T e(t ∧ τj) ≤ E IreT,q(0, zk(0)) + c∗

∫ t

0

E Ikr,T e(s ∧ τj) ds

+ E sup
s∈[0,t]

Ikr,T |Mk,q(s ∧ τj)| (4.24)

Since by the maximal Doob inequality for martingales, (4.22) and (4.23),

E sup
s∈[0,t]

Ikr,T |Mk,q(s ∧ τj)| ≤
[
E sup

s∈[0,t]

Ikr,T |Mk,q(s ∧ τj)|2
] 1

2

≤ 2
[
E Ikr,T 〈Mk,q〉t∧τj

] 1
2

≤ 2etc∗
[
E Ikr,TeT,2q(0, zk(0))

] 1
2

the Gronwall inequality applied to (4.24) yields

E Ikr,T e(t ∧ τj)) ≤ 3etc∗
(
E Ikr,TeT,2q(0, zk(0))

) 1
2 , t ∈ [0, T )

and the result follows by again applying the Fatou Lemma. ¤
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5. Pseudointrinsic equation

We will see later in this paper that we can find a subsequence of zk = (uk, vk) that
converges (on another probability space) to a limit z = (u, v) in the locally uniform weak
topology of H1

loc(R)×L2
loc(R). Unfortunately, the nonlinearities in both the extrinsic equa-

tion (4.9) and the intrinsic equation (4.10) do not allow to pass in the limit. This is due to
the fact that the weak convergence of zk to z does not imply the convergence of nonlinear
the terms Auk(s)(v

k(s), vk(s)), Auk(s)(∂xu
k(s), ∂xu

k(s)) in (4.9) and 〈vk(s),∇vk(s)Z|uk(s)〉Rn

in (4.10) to Au(s)(v(s), v(s)), Au(s)(∂xu(s), ∂xu(s)) and 〈v(s),∇v(s)Z|u(s)〉Rn in any topolog-
ical sense, respectively.

In order to resolve this difficulty by a forced strengthening of weak convergence to strong
convergence which is done by mollification of the solutions zk by a smooth compactly
supported density b. For example, b ∗ uk converges to b ∗ u locally uniformly in the norm
topology of H1

loc(R). This approach is only applicable for the intrinsic equation (4.10). In
order to carry out this programme we will need the following result.

Lemma 5.1. Let b be a smooth compactly supported symmetric density on R. Let us
assume that the functions ϕ : R → R and Z : Rn → Rn are of C∞) -class. Then the

processes (zk) constructed in Section 4.4 satisfy the following. For every t ≥ 0, P almost
surely,

〈vk(t) · Z(b ∗ uk(t)), ϕ〉L2(R) = 〈vk0 · Z(b ∗ uk0), ϕ〉L2(R) (5.1)

−
∫ t

0

〈∂xuk(s) · Z(b ∗ uk(s)), ∂xϕ〉L2(R) ds+

∫ t

0

〈vk(s) · Z ′b∗uk(s)(b ∗ vk(s)), ϕ〉L2(R) ds

−
∫ t

0

〈∂xuk(s) · Z ′b∗uk(s)(b ∗ ∂xuk(s)), ϕ〉L2(R) ds

+

∫ t

0

〈[Auk(s)(∂xu
k(s), ∂xu

k(s))− Auk(s)(v
k(s), vk(s))

] · Z(b ∗ uk(s)), ϕ〉L2(R) ds

+

∫ t

0

〈[Y k(uk(s), vk(s), ∂xu
k(s)) · Z(b ∗ uk(s)] dW k, ϕ〉L2(R).

Proof of Lemma 5.1. Assume that both ϕ and b have support in some (−r, r), put R = 3r
and define, with K = L2((−R,R);Rn)× L2((−R,R);Rn),

B(w1, w2) =

∫ R

−R
w2(x) · Z(w̄1(x))ϕ(x) dx,

w̄1(x) =

∫ R

−R
w1(y)b(x− y) dy, w = (w1, w2) ∈ K.
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Then obviously the mapping B is of C2 class on K and, for w, p, q ∈ K, the following
formulae holds.

B′(w)q =

∫ R

−R
q2(x) · Z(w̄1(x))ϕ(x) dx+

∫ R

−R
w2(x) · Z ′(w̄1(x))q̄1(x)ϕ(x) dx

B′′(w)(q, p) =

∫ R

−R

[
q2(x) · Z ′(w̄1(x))p̄1(x) + p2(x) · Z ′(w̄1(x))q̄1(x)

]
ϕ(x) dx

+

∫ R

−R
w2(x) · Z ′′(w̄1(x))(q̄1(x), p̄1(x))ϕ(x) dx.

Since h̄ = b∗h on (−r, r), we get the result by applying the Itô formula [14, Theorem 4.17]
to the process zk. ¤

6. Tightness

For any fixed m ∈ N and r > 0 let us define the following set

Sm,r :=
{
z0 : |z0|H1(−2m−1,2m+1)×L2(−2m−1,2m+1) ≤ r

}
. (6.1)

It follows from (4.2) in subsection 4.1, or rather from Lemma A.2, that there exist constants
Cm,r such that

Sm,r ⊆
∞⋂

k=1

{
z0 : |zk0 |H1(−2m,2m)×L2(−2m,2m) ≤ Cm,r

}
(6.2)

Hence by Theorem 4.7 we infer that for every m ∈ N, r > 0 and q ∈ (0,∞)

Cm,r,q := sup
k∈N

E

[
1Sm,r sup

t∈[0,m]

|zk(t)|qH1(−m,m)×L2(−m,m)

]
<∞. (6.3)

6.1. Tightness of the sequence (zk)k∈N on L. Let us define a set

L = L1 ⊕ L0 := Cw(R+;H1
loc(R))⊕ Cw(R+;L2

loc(R)), (6.4)

i.e. L1, resp. L0, resp. L is a locally convex topological vector spaces of weakly continuous
H1
loc(R)-, resp. L2

loc(R)-, resp. H1
loc(R) × L2

loc(R)-valued functions defined on R+. The
properties of these spaces are discussed in the Appendix B.

Lemma 6.1. The sequence of laws of the random variables (zk) constructed in Section 4.4
is tight on the space L.

Proof. We introduce open sets in Li

J im(a) =

{
h ∈ Li : sup

t∈[0,m]

|h(t)|Hi(−m,m) > a

}
, a > 0

K i
m(a) =

{
h ∈ Li : sup

0≤s<t≤m

[
|h(t)− h(s)|H−1(−m,m)

(t− s)
1
8

]
> a

}
, a > 0.
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The following inequalities consequencies either of the Sobolev embedding theorems or
Lemma 2.1.

|h|H−1(−m,m) ≤ (2m)
1
2 |h|L1(−m,m), h ∈ L1(−m,m) (6.5)

|h|H−1(−m,m) ≤ |h|L2(−m,m), h ∈ L2(−m,m) (6.6)

|∂xxh|H−1(−m,m) ≤ |h|H1(−m,m), h ∈ H2(−m,m) (6.7)

|ξ 7→ hξ|J2(Hµk
,H−1(−m,m)) ≤ c◦[µ(R)]

1
2 |h|L2(−m,m), h ∈ L2(−m,m), k ∈ N. (6.8)

Let us fix ε > 0 and for each natural number m ∈ N find a corresponding positive number
rm > 0 such that

P (Sm,rm) > 1− ε

2 · 8m , m ∈ N.
Next we put

αm =
6 · 8m ·m 7

8

ε

[
Cm,rm,1 + (8m)

1
2 · CA · Cm,rm,2

]
+

[
2 · 8m ·m · βm · (1 + Cm,rm,8)

ε

] 1
8

where the numbers Cm,rm,q, q = 1, 2 have been defined in (6.3) and

βm = 315c∗C8
Y c

8
◦[µ(R)]4(2m)5,

CA = sup {|Ap(ξ, ξ)| : ξ ∈ TpM, |ξ| = 1, p ∈M} ,

CY = sup

{ |Y k(p, ξ, η)|
1 + |ξ|+ |η| : k ∈ N, ξ, η ∈ TpM, p ∈M

}
.

Since

P [uk ∈ J1
m(αm)] ≤ P (Ω \ Sm,rm) + P [1Sm,rm

sup
t∈[0,m]

|uk(t)|H1(−m,m) > αm]

≤ ε

2 · 8m +
Cm,rm,1
αm

≤ ε

8m
, (6.9)

P [vk ∈ J0
m(αm)] ≤ P (Ω \ Sm,rm) + P [1Sm,rm

sup
t∈[0,m]

|vk(t)|L2(−m,m) > αm]

≤ ε

2 · 8m +
Cm,rm,1
αm

≤ ε

8m
, (6.10)

P [uk ∈ K1
m(αm)] ≤ P (Ω \ Sm,rm) + P

[
1Sm,rm

sup
0≤s<t≤m

∫ t

s
|vk(r)|L2(−m,m) dr

(t− s)
1
8

> αm

]

≤ P (Ω \ Sm,rm) + P

[
m

7
81Sm,rm

sup
t∈[0,m]

|vk(t)|L2(−m,m) > αm

]

≤ ε

2 · 8m +
m

7
8Cm,rm,1
αm

≤ ε

8m
(6.11)
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where we used (6.6) in (6.11). Concerning the term P [vk ∈ K0
m(αm)], we define processes

Ik1 (t) =

∫ t

0

∂xxu
k(s) ds, t ≥ 0

Ik2 (t) =

∫ t

0

[
Auk(s)(∂xu

k(s), ∂xu
k(s))− Auk(s)(v

k(s), vk(s))
]
ds, t ≥ 0

Ik3 (t) =

∫ t

0

Y k(uk(s), vk(s), ∂xu
k(s)) dW k, t ≥ 0

where the integrals are convergent in every L2(−m,m), m ∈ N. By (6.7) the following
inequality is satisfied.

P
[
Ik1 ∈ K0

m

(αm
3

)]
≤ P (Ω \ Sm,rm) + P

[
1Sm,rm

sup
0≤s<t≤m

∫ t

s
|∂xxuk(r)|H−1(−m,m) dr

(t− s)
1
8

>
αm
3

]

≤ P (Ω \ Sm,rm) + P

[
m

7
81Sm,rm

sup
t∈[0,m]

|∂xuk(t)|L2(−m,m) >
αm
3

]

≤ ε

2 · 8m +
3m

7
8Cm,rm,1
αm

≤ ε

8m
(6.12)

Moreover, we have

P
[
Ik2 ∈ K0

m

(αm
3

)]
≤ P (Ω \ Sm,rm)

+P

[
1Sm,rm

sup
0≤s<t≤m

∫ t

s
|Auk(r)(∂xu

k(r), ∂xu
k(r))− Auk(r)(v

k(r), vk(r))|H−1(−m,m) dr

(t− s)
1
8

>
αm
3

]
.

Hence, by inequality (6.5), we deduce that

P
[
Ik2 ∈ K0

m

(αm
3

)]
≤ P (Ω \ Sm,rm)

+ P

[
(8m)

1
2CA1Sm,rm

sup
0≤s<t≤m

∫ t

s
|zk(r)|2H1(−m,m)×L2(−m,m) dr

(t− s)
1
8

>
αm
3

]

≤ ε

2 · 8m + P

[
m

7
8 (8m)

1
2CA1Sm,rm

sup
t∈[0,m]

|zk(t)|2H1(−m,m) >
αm
3

]

≤ ε

2 · 8m +
3m

7
8 (8m)

1
2CACm,rm,2
αm

≤ ε

8m
. (6.13)
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Finally, by Proposition 2.3 we infer that

P
[
Ik3 ∈ K0

m

(αm
3

)]
≤ P (Ω \ Sm,rm) + P

[∣∣1Sm,rm
Ik3

∣∣
C

1
8 ([0,m];H−1(−m,m))

>
αm
3

]
≤ ε

2 · 8m

+
38c∗
α8
m

E
∫ m

0

1Sm,rm

∣∣Y k(uk(s), vk(s), ∂xu
k(s))

∣∣8
J2(Hµk

,H−1(−m,m))
ds

≤ ε

2 · 8m +
βm(1 + Cm,rm,8)

α8
m

≤ ε

8m
. (6.14)

Indeed, by (6.8) we have
∣∣Y k(uk, vk, ∂xu

k)
∣∣8
J2(Hµk

,H−1(−m,m))
≤ c8◦[µ(R)]4|Y k(uk, vk, ∂xu

k)|8L2(−m,m)

≤ 37C8
Y c

8
◦[µ(R)]4[(2m)4 + |∂xuk|8L2(−m,m) + |vk|8L2(−m,m)]

≤ 37C8
Y c

8
◦[µ(R)]4(2m)4(1 + |zk|8H1(−m,m)×L2(−m,m)).

The estimates (6.12)-(6.14) imply that

P
[
vk ∈ K0

m(αm)
] ≤

3∑
j=1

P
[
Ikj ∈ K0

m

(αm
3

)]
≤ 3ε

8m
. (6.15)

On the other hand, by Proposition B.2 the set

Cε =

{ ∞⋂
m=1

[
L1 \ (

J1
m(αm) ∪K1

m(αm)
)]

}
×

{ ∞⋂
m=1

[
L0 \ (

J0
m(αm) ∪K0

m(αm)
)]

}

is compact in L and, by inequalities (6.9)-(6.11) and (6.15) we infer that

P [zk ∈ Cε] ≥ 1− ε, k ∈ N.
This completes the proof. ¤

6.2. Tightness of the auxiliary processes. We introduced the pseudointrinsic equation
(5.1) in Section 5 in order to avoid lack of convergence when passing to a limit in the
intrinsic equation (4.10). However, there are still terms in (5.1), denoted by Qk

b,ϕ,Z in the
sequel, that might not converge to the corresponding term. Luckily, these terms form a
tight sequence on one hand are “small” on the other.

Notation 6.2. If a, b ∈ R are such that a < b, then by 0Lip [a, b] = 0C
0,1[a, b] we will denote

a Banach space of all Lipschitz continuous functions h : [a, b] → R such that h(a) = 0,
equipped with a norm

|h|0Lip [a,b] = sup
a≤s<t≤b

|h(t)− h(s)|
t− s

.

Lemma 6.3. Let b be a smooth symmetric density on R with support in (−1, 1), ϕ a
smooth real function on R with support in (−r, r), Z : Rn → Rn be a smooth and compactly
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supported function such that Z(p) ∈ TpM , p ∈M and let (zk) be the processes constructed
in Section 4.4. The sequence of processes (Qk

b,ϕ,Z : k ∈ N) where

Qk
b,ϕ,Z(t) =

∫ t

0

〈[Auk(s)(∂xu
k(s), ∂xu

k(s))− Auk(s)(v
k(s), vk(s))

] · Z(b ∗ uk(s)), ϕ〉L2(R) ds

is tight in C(R+) and there exist a constant ζ depending on A, Z and ϕ such that

|Qk
b,ϕ,Z |0C0,1[0,l] ≤ ζ|zk|2L∞((0,l);H1(−r,r)×L2(−r,r))|b ∗ uk − uk|L∞((0,l);L∞(−r,r)) (6.16)

≤ ζ|zk|2L∞((0,l);H1(−r−1,r+1)×L2(−r−1,r+1)) (6.17)

holds for every k, l ∈ N.

Proof. Since Auk takes values in NukM and Z(uk) ∈ TukM the following identity holds

[
Auk(s)(∂xu

k(s), ∂xu
k(s))− Auk(s)(v

k(s), vk(s))
] · Z(uk(s)) = 0

Hence, we get

|Qk
b,ϕ,Z |0C0,1[0,l] ≤ |ϕ|L∞(R)|Z(b ∗ uk)− Z(uk)|L∞((0,l),L∞(−r,r))

× |Auk(∂xu
k, ∂xu

k)− Auk(vk, vk)|L∞((0,l),L1(−r,r))

≤ ζ|zk|2L∞((0,l);H1(−r,r)×L2(−r,r))|b ∗ uk − uk|L∞((0,l);L∞(−r,r))

≤ ζ|zk|2L∞((0,l);H1(−r−1,r+1)×L2(−r−1,r+1))

for some ζ > 0 and (6.16), (6.17) are proved.
Now, let ml = min {m ∈ N : m ≥ r + 1, m ≥ l}, l ∈ N, fix ε > 0, set

J l =

{
h ∈ C(R+) : h(0) = 0, |h|C0,1

0 [0,l] ≤
3l · ζ · Cml,rl,2

ε

}

and find rl > 0 so that P (Sml,rl) > 1− ε
3l where we use the notation (6.1) and (6.3). Then

we have

P
[
Qk
b,ϕ,Z /∈ J l] ≤ P (Ω \ Sml,rl) + P

[
1Sml,rl

|Qk
b,ϕ,Z |C0,1

0 [0,l] >
3l · ζ · Cml,rl,2

ε

]

≤ ε

3l
+ P

[
1Sml,rl

|zk|2L∞((0,ml);H1(−ml,ml)×L2(−ml,ml))
>

3l · Cml,rl,2

ε

]
≤ 2ε

3l

by (6.3). Hence

P

[
Qk
b,ϕ,Z ∈

∞⋂

l=1

J l

]
≥ 1− ε

and
⋂∞
l=1 J

l is compact in C(R+) by the Arzela-Ascoli theorem. ¤
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7. Skorokhod Representation Theorem

Let us consider the following objects.

• A smooth symmetric density b on R with support a sequence of in (−1, 1), bl =√
lb(·/l), l ∈ N∗,

• the sequence (zk) of processes constructed in Section 4.4,
• a family (βij)i,j∈N of i.i.d. Brownian Motions used in Section 4.2,
• the orthonormal bases (ξij)j∈Ji,i∈N of Hνi

introduced Section 4.2,
• Qk

b,ϕ,Z the processes from Lemma 6.3,
• (ϕm) the sequence in C∞(R) with supports in (−rm, rm) from Proposition D.2,
• the smooth vector fields (Z1, . . . , ZN) satisfying (A.1),
• the spaces Lk introduced in Section B.2,
• the extension Ȳ of Y from equality (4.8).

Remark 7.1. Using Proposition A.1, each Zi can be extended to a compactly supported
mapping from Rn to Rn, denoted again by Zi.

Let us recall that by Lemmata 6.1 and 6.3, the sequence of laws of random vectors
(
uk0, v

k
0 , u

k, vk, (βij)i,j, (Q
k
bl,ϕm,Zγ )l,m∈N,γ∈{1,...,N}

)
k∈N

is tight on the space

H1
loc(R)× L2

loc(R)× L1 × L0 ×
∏

(i,j)∈N2

C(R+)×
∏

(l,m,γ)∈N2×{1,...,N}
C(R+).

Moreover, as remarked in Section 4.1, the sequence (uk0, v
k
0) converges in H1

loc(R)×L2
loc(R)

to z0 on Ω. Hence, by the Skorokhod-Jakubowski Theorem C.1, there exists a subsequence
(kα) and the following Borel measurable maps with σ-compact range

• u : [0, 1] → L1, uα : [0, 1] → C(R+;H2
loc(R)), α ∈ N,

• v : [0, 1] → L0, vα : [0, 1] → C(R+;H1
loc(R)), α ∈ N,

• Bα
ij : [0, 1] → C(R+), Bij : [0, 1] → C(R+), α, i, j ∈ N,

• Qα
lmγ : [0, 1] → C(R+), Qlmγ : [0, 1] → C(R+), α, l,m ∈ N, γ ∈ {1, . . . , N}

where [0, 1] is equipped with the Borel σ-algebra I and Lebesgue measure Leb (which
happens to be a the probability measure) such that

• uα(0) converges in H1
loc to u(0) on [0, 1],

• vα(0) converges in L2
loc to v(0) on [0, 1],

• uα converges in L1 to u on [0, 1],
• vα converges in L0 to v on [0, 1],
• Bα

ij converges in C(R+) to Bij on [0, 1] for every i, j ∈ N,
• Qα

mlγ converges in C(R+) to Qmlγ on [0, 1] for every m, l ∈ N, γ ∈ {1, . . . , N}
and, for each α ∈ N, the laws on the Borel σ-algebra of

C(R+;H2
loc(R))× C(R+;H1

loc(R))×
∏

(i,j)∈N2

C(R+)×
∏

(l,m,γ)∈N2×{1,...,N}
C(R+),
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of (
ukα , vkα , (βij)i,j∈N, (Q

kα
bl,ϕm,Zγ )l,m∈N,γ∈{1,...,N}

)

under the probability measure P and of
(
uα,vα, (Bα

ij)i,j∈N, (Q
α
lmγ)l,m∈N, γ∈{1,...,N}

)

under the Lebesgue measure Leb , are equal.

Remark 7.2. In fact, the Skorokhod-Jakubowski theorem implies that uα and vα are ran-
dom variables in L1 and L0 respectively. Since the embeddings C(R+;H2

loc(R)) ⊆ L1 and
C(R+;H1

loc(R)) ⊆ L0 are continuous, in view of Proposition C.2, we infer that these sets
are Borel subsets of L0 and L1 respectively and that

Leb
({uα ∈ C(R+;H2

loc(R))}) = P
{
ukα ∈ C(R+;H2

loc(R))}) = 1,

Leb
({vα ∈ C(R+;H1

loc(R))}) = P
{
vkα ∈ C(R+;H1

loc(R))}) = 1.

Hence, by the completeness of relevant probability spaces, we may assume that for every
α ∈ N, uα, respectively vα, is a random variable with values in C(R+;H2

loc(R)), respectively
C(R+;H1

loc(R)).

Remark 7.3. We will write zα = (uα,vα) and z = (u,v).

Notation 7.4. By Bt, where t ∈ [0, T ), we will denote the σ-algebra on [0, 1] generated by
the following random variables:

v(0) : [0, 1] → L2
loc(R),

u(s) : [0, 1] → H1
loc(R),

Bij(s) : [0, 1] → R,
Qmlγ : [0, 1] → R for s ∈ [0, t], i, j,m, l ∈ N, γ ∈ {1, . . . , N}.
By B we will denote the filtration (Bt)t∈[0,T ).

Denote finally by B̄ =
(B̄(t)

)
t∈[0,T )

the natural augmentation of the filtration B =(B(t)
)
t∈[0,T )

.

Let us here point out that as in [52], in view of [15, p. 75], in order to show that a
process an B̄-martingale it is enough to show that it is an B-martingale.

7.1. Uniform Local Energy and other Inequalities. The following results are an
immediate consequence of Theorem 4.7and the equality of the laws of zα and zkα on the
Borel σ-algebra over C(R+;H2

loc(R))× C(R+;H1
loc(R)). Let us first introduce some useful

notation.

Iαr,T = 1{z0:|zα(0)|H1(−T,T )×L2(−T,T )≤r},

Ir,T = 1{|z(0)|H1(−T,T )×L2(−T,T )≤r}.

The constant c∗ is taken from in Theorem 4.7) (and hence does not depend on q, T , X,
λ0, λ1 and µ(R)).
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Corollary 7.5. For any q > 0, T > 0, r > 0, t ∈ [0, T ) and α ∈ N, the following inequality
holds

E sup
s∈[0,t]

Iαr,TeT,q(s, z
α(s)) ≤ 3etc∗

{
E [Iαr,TeT,2q(0, z

α(0))]
} 1

2 . (7.1)

In particular, for every m ∈ N, r > 0 and q ∈ (0,∞),

Cm,r,q = sup
α∈N

E

[
Iαr,2m sup

t∈[0,m]

|zα(t)|qH1(−m,m)×L2(−m,m)

]
<∞. (7.2)

Corollary 7.6. For any q > 0, T > 0, r > 0 and t ∈ [0, T ) the following inequality holds

E sup
s∈[0,t]

Ir,TeT,q(s, z(s)) ≤ 3etc∗ {E [Ir,TeT,2q(0, z(0))]} 1
2 .

In particular, for all m ∈ N and q ∈ (0,∞) and any r > 0 such that Leb
{|z(0)|H1(−2m,2m)×L2(−2m,2m) =

r}) = 0, the following holds

E

[
Ir,2m sup

t∈[0,m]

|z(t)|qH1(−m,m)×L2(−m,m)

]
≤ Cm,r,q. (7.3)

Proof of Corollary 7.6. We can apply the Fatou Lemma to the inequality (7.1) in Corollary
7.5 for r > 0 such that Leb

({z0 : |z(0)|H1(−T,T )×L2(−T,T ) = r}) = 0, and then use Beppo
Levi’s monotone convergence theorem to get the result for other r > 0. ¤
Corollary 7.7. For every m ∈ N then there exists a constant ζ◦m such that for every
γ ∈ {1, . . . , N}, T > 0, κ ∈ [max {rm + 1, T},∞) ∩ N, α, l ∈ N and for every r > 0 such
that Leb

({z0 : |z(0)|H1(−2κ,2κ)×L2(−2κ,2κ) = r}) = 0,

E
{
Ir,2κ|Qlmγ|0C0,1[0,T ]

} ≤ ζ◦mC
1
2
κ,r,4

{
E

[
Ir,2κ|bl ∗ u− u|2L∞((0,T );L∞(−rm,rm))

]} 1
2 . (7.4)

Proof of Corollary 7.7. Since the laws on the Borel σ-algebra on C(R+;H2
loc(R))×C(R+;H1

loc(R))×
C(R+) of the random variables (ukα , vkα , Qkα

bl,ϕm,Zγ ) and (uα,vα,Qα
lmγ) are equal, by (6.16)

we infer that for every γ ∈ {1, . . . , N} and α, l ∈ N, P almost surely,

|Qα
lmγ|0C0,1[0,T ] ≤ ζ◦m|zα|2L∞((0,T );H1(−rm,rm)×L2(−rm,rm))|bl ∗uα−uα|L∞((0,T );L∞(−rm,rm)). (7.5)

The inequality (7.2) now implies that

E
{
Iαr,2κ|Qα

lmγ|0C0,1[0,T ]

} ≤ ζ◦mC
1
2
κ,r,4

{
E

[
Iαr,2κ|bl ∗ uα − uα|2L∞((0,T );L∞(−rm,rm))

]} 1
2 . (7.6)

Since the weak convergence in H1
loc(R) implies the strong convergence in L∞loc(R) we infer

that on [0, 1]

lim
α→∞

|bl ∗ uα − uα|L∞((0,T );L∞(−rm,rm)) = |bl ∗ u− u|L∞((0,T );L∞(−rm,rm))

E
[
Iαr,2κ|bl ∗ uα − uα|4L∞((0,T );L∞(−rm,rm))

] ≤ 16E
[
Iαr,2κ|uα|4L∞((0,κ);L∞(−κ,κ))

]

≤ cκE
[
Iαr,2κ|uα|4L∞((0,κ);H1(−κ,κ))

]

≤ cκCκ,r,4.
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Hence the the final result follows by letting α → ∞ in inequality (7.6) and applying the
Fatou Lemma. ¤
7.2. Identification of the random variables on [0, 1]. In this whole subsection we
assume that the sequence (ϕm) is as in Proposition D.2.

Lemma 7.8. There exists a set Ω ⊂ [0, 1] of full Leb -measure such that for every ω̂ ∈ Ω̂,
and for all R > 0 and t ≥ 0, the following equality holds in L2(−R,R)

u(t) = u(0) +

∫ t

0

v(s) ds.

Proof. Let us note that the sequence (ϕm) separate points of L1
loc(R). Hence, it is enough

to find set Ω ⊂ [0, 1] of full Leb -measure such that for every ω̂ ∈ Ω̂, the following equality
holds on C(R+)

〈u(·), ϕm〉L2(R) − 〈u(0), ϕm〉L2(R) −
∫ ·

0

〈v(s), ϕm〉L2(R) ds. (7.7)

For this aim we introduce the following sequence of continuous mappings

Bm : L1 × L0 3 (u, v) 7→ 〈u(·), ϕm〉L2(R)

− 〈u(0), ϕm〉L2(R) −
∫ ·

0

〈v(s), ϕm〉L2(R) ds ∈ C(R+).

Since, for every α ∈ N, the laws on the Borel σ-algebra on L1×L0 of (ukα , vkα) and (uα,vα)
are equal and (uα,vα) converges in L1×L0 to (u,v) on [0, 1], Bm(ukα , vkα) = 0 Leb almost
surely and

Bm(u,v) = lim
α→∞

Bm(uα,vα) = 0 Leb almost surely

we infer that Bm(uα,vα) = 0 Leb almost surely. This completes the proof of (7.7) and so
the result follows. ¤
Corollary 7.9. The process v has L2

loc(R)-valued weakly continuous paths. Moreover it is
B̄-adapted.

Proof of Corollary 7.9. Let t > 0, m ∈ N and j ∈ N. Then a function

aj(t) = j
(〈u(t), ϕm〉L2(R) − 〈u(t− 1

j
), ϕm〉L2(R)

)

is Bt-measurable and aj(t) → 〈v(t), ϕm〉L2(R) Leb almost surely by Lemma 7.8. Hence
〈v(t), ϕm〉L2(R) is Bt-measurable. Finally, (ϕm) generate the Borel σ-algebra of L2

loc(R) by
Proposition D.2. ¤
Lemma 7.10. For every t ≥ 0, z(t) ∈ H1

loc × L2
loc(TM) Leb -almost surely.

Proof of Lemma 7.10. The setH1
loc×L2

loc(TM) is sequentially closed in the space (H1
loc(R),weak)×

(L2
loc(R),weak) and zkα(t) has the same law as zα(t) on the Borel σ-algebra over (H1

loc(R),weak)×
(L2

loc(R),weak) for every α ∈ N and t ≥ 0. Hence zα(t) ∈ H1
loc×L2

loc(TM) P-almost surely
and so z(t) ∈ H1

loc ×L2
loc(TM) P-almost surely. Since the paths of z are (H1

loc(R),weak)×
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(L2
loc(R),weak)-valued continuous, we can exchange the order of “P almost surely” and

“t ≥ 0”. ¤

Lemma 7.11. The processes (Bij)i,j∈N are independent standard B-Wiener processes.

Proof. The random variable (βij)i,j∈N has the same law as (Bα
ij)i,j∈N on the Borel σ-algebra

over
∏

i,j∈NC(R+) for every α and (Bα
ij)i,j∈N converges to (Bij)i,j∈N as α → ∞ in the

topology of
∏

i,j∈NC(R+). Hence (Bij)i,j∈N are independent processes such that for all

0 ≤ t0 < t1, the random variable
Bij(t1)−Bij(t0)

(t1−t0)
1
2

is N(0, 1), i.e. a standard centered Gaussian.

Let us fix a natural number κ ∈ N and real numbers 0 ≤ r1 ≤ · · · ≤ rκ ≤ t0 < t1. Put
κ̄ = κ+ κ · κ+ κ · κ · κ+ κ · κ ·N · κ and consider the following Rκ̄-valued random vectors:

Ok =
(〈vk0 , ϕm〉L2(R), 〈uk(rδ), ϕm〉L2(R), β

ij(rδ), Q
k
bl,ϕm,Zγ (rδ)

)
i,j,l,m,δ≤κ, γ≤N

Oα =
(〈vα(0), ϕm〉L2(R), 〈uα(rδ), ϕm〉L2(R), (B

α
ij(rδ))i,j,Q

α
lmγ(rδ)

)
l,m,δ≤κ, γ≤N (7.8)

O =
((〈v(0), ϕm〉L2(R))

)κ
m=1

,
(〈u(rδ), ϕm〉L2(R)

)κ
m,δ=1

,
(
(Bij(rδ))i,j

)κ
δ=1

,

(
Qlmγ(rδ)

)κ
l,m,δ=1

k
γ=1

))
.

The law of Okα under P coincides with the law of Oα under Leb for every α and Oα

converges to O on [0, 1]. Hence, if g0 is a continuous bounded function on Rκ̄ and g1 is a
continuous real bounded function, there is

[E g0(O)] [E g1(BIJ(t1)−BIJ(t0))] = lim
α→∞

[E g0(O
α)] [E g1(B

α
IJ(t1)−Bα

IJ(t0))]

= lim
α→∞

[
E g0(O

kα)
] [
E g1(β

IJ(t1)− βIJ(t0))
]

= lim
α→∞

E
[
g0(O

kα)g1(β
IJ(t1)− βIJ(t0))

]

= lim
α→∞

E [g0(O
α)g1(B

α
IJ(t1)−Bα

IJ(t0))]

= E [g0(O)g1(BIJ(t1)−BIJ(t0))]

so BIJ(t1)−BIJ(t0) is independent from Bt0 for every I, J ∈ N. ¤

Remark 7.12. The process

W(ϕ) =
∞∑
i=1

∑
j∈Ji

Bijξij(ϕ), ϕ ∈ SR (7.9)

is a spatially homogeneous B-Wiener process with the spectral measure µ.

Let us recall that Ȳ is an the extension of Y from equality (4.8). Let us introduce
auxiliary operators

Vlmγ,Vklmγ,V∞lmγ,V ijklmγ,V ij∞lmγ : L1 × L0 → C(R+) (7.10)
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Vlmγ(z)(t) = 〈v(t) · Zγ(bl ∗ u(t)), ϕm〉L2(R) − 〈v(0) · Zγ(bl ∗ u(0)), ϕm〉L2(R) (7.11)

+

∫ t

0

〈∂xu(s) · Zγ(bl ∗ u(s)), ∂xϕm〉L2(R) ds

+

∫ t

0

〈
∂xu(s) · (Zγ)′bl∗u(s)(bl ∗ ∂xu(s)), ϕm

〉
L2(R)

ds

−
∫ t

0

〈
v(s) · (Zγ)′bl∗u(s)(bl ∗ v(s)), ϕm

〉
L2(R)

ds

Vklmγ(z)(t) =
k∑
i=1

∑
j∈Ji

∫ t

0

∣∣∣
〈[
Y k(u(s), v(s), ∂xu(s)) · Zγ(bl ∗ u(s))

]
ξij, ϕm

〉
L2(R)

∣∣∣
2

ds(7.12)

V∞lmγ(z)(t) =
∞∑
i=1

∑
j∈Ji

∫ t

0

∣∣∣
〈[
Ȳ (u(s), v(s), ∂xu(s)) · Zγ(bl ∗ u(s))

]
ξij, ϕm

〉
L2(R)

∣∣∣
2

ds

V ijklmγ(z)(t) =

∫ t

0

〈[
Y k(u(s), v(s), ∂xu(s)) · Zγ(bl ∗ u(s))

]
ξij, ϕm

〉
L2(R)

ds (7.13)

if i ≤ k and j ∈ Ji, otherwise V ijklmγ(z) = 0,

V ij∞lmγ (z)(t) =

∫ t

0

〈[
Ȳ (u(s), v(s), ∂xu(s)) · Zγ(bl ∗ u(s))

]
ξij, ϕm

〉
L2(R)

ds

if j ∈ Ji, otherwise V ijklmγ(z) = 0.

Lemma 7.13. Vlmγ, Vklmγ, V∞lmγ, V ijklmγ and V ij∞lmγ are sequentially continuous mappings from

L1 × L0 to C(R+) for every k, l,m ∈ N and γ ∈ {1, . . . , N}. Moreover, if zk converges

to z in L1 × L0 then Vklmγ(zk) converges to V∞lmγ(z) and V ijklmγ(zk) converges to V ij∞lmγ (z) in
C(R+) for every k, l,m ∈ N and γ ∈ {1, . . . , N}.
Proof. It is enough to apply the Lebesgue Dominated Convergence Theorem. Indeed, if
zk = (uk, vk) converges to z = (u, v) in L1 × L0 then, for every R > 0,

lim
k→∞

(
sup
t∈[0,R]

|bl ∗ vk(t)− bl ∗ v(t)|C([−R,R]) + sup
t∈[0,R]

|uk(t)− u(t)|C([−R,R])

)
= 0,

if hk converge to h uniformly on [0, R]× [−R,R] then

lim
k→∞

sup
t∈[0,R]

|〈vk(t), hk(t)〉L2(−R,R) − 〈v(t), h(t)〉L2(−R,R)| = 0

and ∞∑
i=1

∑
j∈Ji

|ξij(x)|2 =
∞∑
i=1

νi(R)

2π
=
µ(R)

2π
, x ∈ R. (7.14)

¤
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Lemma 7.14. Under the above assumptions, the following identity

〈v(t) · Zγ(bl ∗ u(t)), ϕm〉L2(R)

= Qlmγ(t) + 〈v(0) · Zγ(bl ∗ u(0)), ϕm〉L2(R)

−
∫ t

0

〈∂xu(s) · Zγ(bl ∗ u(s)), ∂xϕm〉L2(R) ds

−
∫ t

0

〈
∂xu(s) · (Zγ)′bl∗u(s)(bl ∗ ∂xu(s)), ϕm

〉
L2(R)

ds

+

∫ t

0

〈
v(s) · (Zγ)′bl∗u(s)(bl ∗ v(s)), ϕm

〉
L2(R)

ds

+

∫ t

0

〈[Y (u(s),v(s), ∂xu(s)) · Zγ(bl ∗ u(s))] dW, ϕm〉L2(R)

holds for every t ≥ 0, m, l ∈ N and γ ∈ {1, . . . , N} P almost surely.

Remark 7.15. Notice that the equation in Lemma 7.14 is only similar to the pseudoin-
trinsic equation (5.1) since the term Qlmγ is not identified as indefinite integral of the
corresponding integrand as in Lemma 6.3 and plays just a role of a “small” remainder that
will eventually disappear as l→∞.

Proof. Let us begin with fixing T > 0, m, l ∈ N, γ ∈ {1, . . . , N}, N 3 κ ≥ max {t, rm + 1}.
Let us take 0 ≤ t0 < t1 ≤ T . Then we observe that using the notation of Corollaries 7.5
and 7.6, the following equality

Vlmγ(zkα)(t)−Qkα
bl,ϕm,Zγ (t)

=

∫ t

0

〈[
Y kα(ukα(s), vkα(s), ∂xu

kα(s)) · Zγ(bl ∗ ukα)
]
dW kα , ϕm

〉
L2(R)

holds for every α ∈ N and t ≥ 0 P almost surely by (5.1). Since

sup
t∈[0,κ]

(∣∣Vlmγ(zkα)(t)
∣∣ +

∣∣Vkα
lmγ(z

kα)(t)
∣∣ +

∣∣∣V ijkα

lmγ (zkα)(t)
∣∣∣ +

∣∣Qkα
bl,ϕm,Zγ (t)

∣∣
)

≤ cκ,m

(
1 + |zkα |2L∞((0,κ);H1(−κ,κ)×L2(−κ,κ))

)

by (6.17) and (7.14), we infer that also

sup
t∈[0,κ]

(
|Vlmγ(zα)(t)|+

∣∣Vkα
lmγ(z

α)(t)
∣∣ +

∣∣∣V ijkα

lmγ (zα)(t)
∣∣∣ +

∣∣Qα
lmγ(t)

∣∣
)

≤ cκ,m

(
1 + |zα|2L∞((0,κ);H1(−κ,κ)×L2(−κ,κ))

)
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P almost surely and that the processes

Ikα
r,2κ

[Vlmγ(zkα)−Qkα
bl,ϕm,Zγ

]
,

Ikα
r,2κ

{[Vlmγ(zkα)−Qkα
bl,ϕm,Zγ

]2 − Vkα
lmγ(z

kα)
}
,

Ikα
r,2κ

{[Vlmγ(zkα)−Qkα
bl,ϕm,Zγ

]
βij − V ijkα

lmγ (zkα)
}
,

are F-martingales on [0, κ] for every r > 0 and i, j, α ∈ N by Theorem 4.7. Hence, with
the same notation as in (7.8),

E g0(O)Ir,2κ [Vlmγ(z)(t1)−Qlmγ(t1)] = lim
α→∞

E g0(O
α)Iαr,2κ

[Vlmγ(zα)(t1)−Qα
lmγ(t1)

]

= lim
α→∞

E g0(O
kα)Ikα

r,2κ

[Vlmγ(zkα)(t1)−Qkα
bl,ϕm,Zγ (t1)

]

= lim
α→∞

E g0(O
kα)Ikα

r,2κ

[Vlmγ(zkα)(t0)−Qkα
bl,ϕm,Zγ (t0)

]

= lim
α→∞

E g0(O
α)Iαr,2κ

[Vlmγ(zα)(t0)−Qα
lmγ(t0)

]

= E g0(O)Ir,2κ [Vlmγ(z)(t0)−Qlmγ(t0)] ,

E g0(O)Ir,2κ
{
[Vlmγ(z)(t1)−Qlmγ(t1)]

2 − V∞lmγ(z)(t1)
}

= lim
α→∞

E g0(O
α)Iαr,2κ

{[Vlmγ(zα)(t1)−Qα
lmγ(t1)

]2 − Vkα
lmγ(z

α)(t1)
}

= lim
α→∞

E g0(O
kα)Ikα

r,2κ

{[Vlmγ(zkα)(t1)−Qkα
bl,ϕm,Zγ (t1)

]2 − Vkα
lmγ(z

kα)(t1)
}

= lim
α→∞

E g0(O
kα)Ikα

r,2κ

{[Vlmγ(zkα)(t0)−Qkα
bl,ϕm,Zγ (t0)

]2 − Vkα
lmγ(z

kα)(t0)
}

= lim
α→∞

E g0(O
α)Iαr,2κ

{[Vlmγ(zα)(t0)−Qα
lmγ(t0)

]2 − Vkα
lmγ(z

α)(t0)
}

= E g0(O)Ir,2κ
{
[Vlmγ(z)(t0)−Qlmγ(t0)]

2 − V∞lmγ(z)(t0)
}
,

and

E g0(O)Ir,2κ
{
[Vlmγ(z)(t1)−Qlmγ(t1)]Bij(t1)− V ij∞lmγ (z)(t1)

}

= lim
α→∞

E g0(O
α)Iαr,2κ

{[Vlmγ(zα)(t1)−Qα
lmγ(t1)

]
Bα
ij(t1)− V ijkα

lmγ (zα)(t1)
}

= lim
α→∞

E g0(O
kα)Ikα

r,2κ

{[Vlmγ(zkα)(t1)−Qkα
bl,ϕm,Zγ (t1)

]
βij(t1)− V ijkα

lmγ (zkα)(t1)
}

= lim
α→∞

E g0(O
kα)Ikα

r,2κ

{[Vlmγ(zkα)(t0)−Qkα
bl,ϕm,Zγ (t0)

]
βij(t0)− V ijkα

lmγ (zkα)(t0)
}

= lim
α→∞

E g0(O
α)Iαr,2κ

{[Vlmγ(zα)(t0)−Qα
lmγ(t0)

]
Bα
ij(t0)− V ijkα

lmγ (zα)(t0)
}

= E g0(O)Ir,2κ
{
[Vlmγ(z)(t0)−Qlmγ(t0)]Bij(t0)− V ij∞lmγ (z)(t0)

}
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holds for every r > 0 such that Leb
({|z(0)|H1(−2κ,2κ)×L2(−2κ,2κ) = r}) = 0 by Lemma 7.13

and by the Lebesgue Dominated Convergence Theorem as (7.2) holds. In particular,

Vlmγ(z)−Qlmγ,

[Vlmγ(z)−Qlmγ]
2 − V∞lmγ(z),

[Vlmγ(z)−Qlmγ]Bij − V ij∞lmγ (z)

are local B-martingales for every l,m, i, j ∈ N, γ ∈ {1, . . . , N}. Hence, the quadratic
variation satisfies〈

Vlmγ(z)−Qlmγ −
∫ ·

0

〈[
Ȳ (u(s),v(s), ∂xu(s)) · Zγ(bl ∗ u(s))

]
dW, ϕm

〉
L2(R)

〉

= 〈Vlmγ(z)−Qlmγ〉+

〈∫ ·

0

〈[
Ȳ (u(s),v(s), ∂xu(s)) · Zγ(bl ∗ u(s))

]
dW, ϕm

〉
L2(R)

〉

− 2

〈
Vlmγ(z)−Qlmγ,

∫ ·

0

〈[
Ȳ (u(s),v(s), ∂xu(s)) · Zγ(bl ∗ u(s))

]
dW, ϕm

〉
L2(R)

〉

= V∞lmγ(z) + V∞lmγ(z)− 2
∞∑
i=1

∑
j∈Ji〈

Vlmγ(z)−Qlmγ,

∫ ·

0

〈[
Ȳ (u(s),v(s), ∂xu(s)) · Zγ(bl ∗ u(s))

]
ξij, ϕm

〉
L2(R)

dBij

〉

= 2V∞lmγ(z)− 2
∞∑
i=1

∑
j∈Ji

∫ ·

0

〈[
Ȳ (u(s),v(s), ∂xu(s)) · Zγ(bl ∗ u(s))

]
ξij, ϕm

〉2

L2(R)
ds

= 0.

The result now follows from equality Ȳ (u,v, ∂xu) = Y (u,v, ∂xu) P which in view of Lemma
7.10 holds almost surely. ¤

Lemma 7.16. In the above framework the following identity

〈v(t) · Zγ(u(t)), ϕm〉L2(R) = 〈v(0) · Zγ(u(0)), ϕm〉L2(R) (7.15)

−
∫ t

0

〈∂xu(s) · Zγ(u(s)), ∂xϕm〉L2(R) ds

−
∫ t

0

〈
∂xu(s) · (∇∂xu(s)Z

γ)|u(s), ϕm
〉
L2(R)

ds

+

∫ t

0

〈
v(s) · (∇v(s)Z

γ)|u(s), ϕm
〉
L2(R)

ds

+

∫ t

0

〈[Y (u(s),v(s), ∂xu(s)) · Zγ(u(s))] dW, ϕm〉L2(R)

holds for every t ≥ 0, m ∈ N and γ ∈ {1, . . . , N} P almost surely.



30 Z. BRZEŹNIAK AND M. ONDREJÁT

Proof. Since for every R > 0

lim
l→∞

[
sup
t∈[0,R]

|bl ∗ u(t)− u(t)|C([−R,R])

]
= 0

we infer that

lim
l→∞

[
sup
t∈[0,R]

|Zγ(bl ∗ u(t))− Zγ(u(t))|C([−R,R])

]
= 0

for every R > 0 and γ ∈ {1, . . . , N} on [0, 1]. On the other hand, the terms ∂xu ∗ bl and
v ∗ bl converge to ∂xu and v in L2

loc(R) for every (t, ω) ∈ R+ × [0, 1]. Moreover, we also
have

lim
l→∞

∞∑
i=1

∑
j∈Ji

∫ T

0

〈[Y (u(s),v(s), ∂xu(s))ξij] · [Zγ(u(s) ∗ bl)− Zγ(u(s))] , ϕm〉2L2(R) ds

≤ lim
l→∞

rmµ(R)

π
|ϕm|2L∞(R) sup

t∈[0,T ]

|Zγ(bl ∗ u(t))− Zγ(u(t))|2C([−rm,rm])

× sup
t∈[0,T ]

|Y (u(t),v(t), ∂xu(t))|2L2(−rm,rm) = 0

on [0, 1] for every T > 0, m ∈ N and γ ∈ {1, . . . , N} by (7.14), hence by for instance
Proposition 4.1 in [35]

lim
l→∞

∫ t

0

〈[Y (u(s),v(s), ∂xu(s)) · Zγ(u(s) ∗ bl)] dW, ϕm〉L2(R)

=

∫ t

0

〈[Y (u(s),v(s), ∂xu(s)) · Zγ(u(s))] dW, ϕm〉L2(R)

locally uniformly in t in probability. Finally,

lim
l→∞

|Qlmγ|C0,1
0 [0,T ] = 0

in probability for every m ∈ N and γ ∈ {1, . . . , N} by Corollary 7.7 and (7.3), thus the
result follows from Lemma 7.14. ¤

8. Relations between intrinsic and extrinsic equations

Lemma 8.1. Let z = (u, v) be an adapted process with weakly continuous paths in H1
loc ×

L2
loc(TM) such that

d

dt
〈u(·, ω), ϕ〉L2(R) = 〈v(·, ω), ϕ〉L2(R)

holds on R+ for every ω ∈ Ω and every compactly supported ϕ ∈ L2(R), and let W be a
spatially homogeneous Wiener process with a finite spectral measure µ. Then the following
is equivalent:

(i) (z,W ) satisfies the equation (7.15) for every t ≥ 0, m ∈ N and γ ∈ {1, . . . , N} P
almost surely.
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(ii) (z,W ) satisfies the intrinsic equation (3.2).
(iii) (z,W ) satisfies the extrinsic equation (3.3).

Proof. If (i) holds then (3.2) is satisfied P almost surely. for every t ≥ 0, γ ∈ {1, . . . , N} and
every compactly supported ϕ ∈ H1(R) by Proposition D.2. Let (bl) be smooth densities
on R with supports in (−1

l
, 1
l
) and define

hγl (t) = bl ∗ [v(t) · Zγ(u(t))]

Hγ
l (t) = [∂xbl] ∗ [∂xu(t) · Zγ(u(t))]− bl ∗

[
∂xu(t) · ∇∂xu(t)Z

γ|u(t)
]
+ bl ∗

[
v(t) · ∇v(t)Z

γ|u(t)
]

gγl (t)ξ = bl ∗ {[Y (u(t), v(t), ∂xu(t)) · Zγ(u(t))] ξ} , ξ ∈ Hµ.

Since by Lemma 2.1,

sup
t∈[0,R]

|gγl (t)|J2(Hµ,Hm(−R,R)) ≤ cbl sup
t∈[0,R]

|Y (z(t), ∂xu(t)) · Zγ(u(t))|J2(Hµ,L2(−1−R,R+1))

= cbl [µ(R)]
1
2 sup
t∈[0,R]

|Y (z(t), ∂xu(t)) · Zγ(u(t))|L2(−1−R,R+1)

≤ cl,γ,R,µ,Y

[
1 + sup

t∈[0,R]

|z(t)|H1(−1−R,R+1)×L2(−1−R,R+1)

]

≤ cl,γ,R,µ,Y,z(ω) <∞
we infer that

hγl (t) = hγl (0) +

∫ t

0

Hγ
l (s) ds+

∫ t

0

gγl (s) dW, t ∈ [0, T )

where the integrals converge in every Hm(−R,R) for any R > 0, m ∈ N. On the other
hand, as Zγ : Rn → Rn is a smooth compactly supported function, there is

Zγ(u(t)) = Zγ(u(0)) +

∫ t

0

(Zγ)′(u(s))v(s) ds

in every L2(−R,R) for every t ≥ 0 and R > 0. The mapping

H1(−R,R)× L2((−R,R);Rn) → Rn : (u, v) 7→
∫

R
u(x)v(x)ϕ(x) dx

is C2-smooth for every compactly supported ϕ ∈ H1(R) so, by the Itô formula (see for
instance Theorem 4.17 in [14]),

〈hγl (t)Zγ(u(t)), ϕ〉L2(R) = 〈hγl (t)Zγ(u(0)), ϕ〉L2(R)

+

∫ t

0

〈hγl (s)(Zγ)′(u(s))v(s), ϕ〉L2(R) ds

+

∫ t

0

〈Hγ
l (s)Z

γ(u(s)), ϕ〉L2(R) ds

+

∫ t

0

〈[gγl (s) dW ]Zγ(u(s)), ϕ〉L2(R) ds
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for every t ≥ 0 and R > 0, P almost surely. Now hγl converges in L2
loc to v(t) · Zγ(u(t)),

〈{[∂xbl] ∗ [∂xu · Zγ(u)]}Zγ(u), ϕ〉L2(R) = 〈∂x {bl ∗ [∂xu · Zγ(u)]}Zγ(u), ϕ〉L2(R)

= −〈{bl ∗ [∂xu · Zγ(u)]} (Zγ)′ (u)∂xu, ϕ〉L2(R)

− 〈{bl ∗ [∂xu · Zγ(u)]}Zγ(u), ∂xϕ〉L2(R)

so 〈Hγ
l Z

γ(u), ϕ〉L2(R) converges to

−〈[∂xu · Zγ(u)] (Zγ)′ (u)∂xu, ϕ〉L2(R) − 〈[∂xu · Zγ(u)]Zγ(u), ∂xϕ〉L2(R)

−〈[∂xu · ∇∂xuZ
γ|u]Zγ(u), ϕ〉L2(R) + 〈[v · ∇vZ

γ|u]Zγ(u), ϕ〉L2(R).

Finally,

lim
l→∞

∞∑
i=1

∑
j∈Ji

∫ t

0

〈{bl ∗ [w(s)ξij]− w(s)ξij}Zγ(u(s)), ϕ〉2L2(R) ds = 0

where w = Y (u, v, ∂xu) · Zγ(u) by the Lebesgue Dominated Convergence Theorem and
(7.14), hence, by for instance Proposition 4.1 in [35],

〈[v(t) · Zγ(u(t))]Zγ(u(t)), ϕ〉L2(R)

= 〈[v(0) · Zγ(u(0))]Zγ(u(0)), ϕ〉L2(R)

+

∫ t

0

〈
[v(s) · Zγ(u(s))] (Zγ)′ (u(s))v(s), ϕ

〉
L2(R)

ds

−
∫ t

0

〈[∂xu(s) · Zγ(u(s))] (Zγ)′ (u(s))∂xu(s), ϕ〉L2(R) ds

−
∫ t

0

〈[∂xu(s) · Zγ(u(s))]Zγ(u(s)), ∂xϕ〉L2(R) ds

−
∫ t

0

〈[∂xu(s) · ∇∂xu(s)Z
γ|u(s)

]
Zγ(u(s)), ϕ〉L2(R)

+

∫ t

0

〈[v(s) · ∇v(s)Z
γ|u(s)

]
Zγ(u(s)), ϕ〉L2(R) ds

+

∫ t

0

〈[Y (u(s), v(s), ∂xu(s)) · Zγ(u(s))]Zγ(u(s)) dW,ϕ〉L2(R)

holds for every t ≥ 0 P almost surely. whenever ϕ ∈ H1(R) is compactly supported. Now
(Zγ) satisfy

Ap(ξ, ξ) =
N∑
γ=1

[(ξ · ∇ξZ
γ|p)Zγ(p) + (ξ · Zγ(p))∇ξZ

γ|p] , p ∈M, ξ ∈ TpM
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by the equality on p. 479 in [1], so

〈v(t), ϕ〉L2(R) = 〈v(0), ϕ〉L2(R) −
∫ t

0

〈∂xu(s), ∂xϕ〉L2(R) ds

+

∫ t

0

〈
Au(s) (v(s), v(s))− Au(s) (∂xu(s), ∂xu(s)) , ϕ

〉
L2(R)

ds

+

∫ t

0

〈Y (u(s), v(s), ∂xu(s)) dW,ϕ〉L2(R)

holds for every t ≥ 0 P almost surely. whenever ϕ ∈ H1(R) is compactly supported and
(3.3) holds and (i) implies (iii).

To prove (iii) implies (ii), we define processes

ul(t) = bl ∗ u(t)
vl(t) = bl ∗ v(t)
al(t) = bl ∗

[
Au(t) (v(t), v(t))− Au(t) (∂xu(t), ∂xu(t))

]

gl(t)ξ = bl ∗ [Y (u(t), v(t), ∂xu(t))ξ] , ξ ∈ Hµ.

Proceeding analogously as in the first part of the proof, there is

vl(t) = vl(0) +

∫ t

0

[∂xxul(s) + al(s)] ds+

∫ t

0

gl(s) dW

P almost surely. for every t ≥ 0 in every Hm(−R,R) whenever l,m ∈ N, R > 0. Hence,
by the Itô formula,

〈vl(t) · Z(u(t)), ϕ〉L2(R) = 〈vl(0) · Z(u(0)), ϕ〉L2(R)

+

∫ t

0

〈[∂xxul(s) + al(s)] · Z(u(s)), ϕ〉L2(R) ds

+

∫ t

0

〈vl(s) · ∇v(s)Z|u(s), ϕ〉L2(R) ds

+

∫ t

0

〈[gl(s) dW ] · Z(u(s)), ϕ〉L2(R)

holds P almost surely. for every t ≥ 0, l ∈ N and compactly supported ϕ ∈ H1(R). Since

〈∂xxul · Z(u), ϕ〉L2(R) = −〈∂xul · ∇∂xuZ|u, ϕ〉L2(R) − 〈∂xul · Z(u), ∂xϕ〉L2(R),

vl(t) and ∂xul(t) converge in L2
loc(R) to v(t) and ∂xu(t), al(t) converges in L1

loc(R) to
Au(t)(v(t), v(t))− Au(t)(∂xu(t), ∂xu(t)) and

lim
l→∞

∞∑
i=1

∑
j∈Ji

|〈[glξij − Y (z, ∂xu)ξij] · Z(u), ϕ〉L2(R)|2J2(Hµ,R) = 0,
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we get that

〈v(t) · Z(u(t)), ϕ〉L2(R) = 〈v(0) · Z(u(0)), ϕ〉L2(R)

−
∫ t

0

〈∂xu(s) · ∇∂xu(s)Z|u(s), ϕ〉L2(R) ds

−
∫ t

0

〈∂xu(s) · Z(u(s)), ∂xϕ〉L2(R) ds

+

∫ t

0

〈[Au(s)(v(s), v(s))− Au(s)(∂xu(s), ∂xu(s))
] · Z(u(s)), ϕ〉L2(R) ds

+

∫ t

0

〈v(s) · ∇v(s)Z|u(s), ϕ〉L2(R) ds

+

∫ t

0

〈[Y (u(s), v(s), ∂xu(s) · Z(u(s))] dW,ϕ〉L2(R)

holds P almost surely. for every t ≥ 0 and every compactly supported ϕ ∈ H1(R) by the
Lebesgue Dominated Convergence Theorem and Proposition 4.1 in [35]. The result now
follows from perpendicularity Ap · Zp = 0, p ∈M . ¤

Appendix A. Some useful facts about riemannian geometry

Lemma A.1. There exists a smooth compactly supported mapping P : Rn → Rn such that
P ∈M on a neighbourhood UP about M and P (p) = p for every p ∈M .

Proof. We will use a suitable smooth projection of the ambient space on the manifold.
There exists an open neighbourhood V of the set {(p, 0) : p ∈ M} in the normal bundle
NM such that the mapping E : V → O ⊆ Rn : (p, ξ) 7→ p+ ξ is a diffeomorphism between
open sets V and O (see Proposition 7.26, p. 200 in [33]). We define a smooth mapping
P̃ : O → M as a composition of NM → M : (p, ξ) 7→ p and E−1. Derived from P̃ , there
apparently exists a smooth compactly supported mapping P : Rn → Rn such that P ∈M
on a neighbourhood U ⊆ O of M (where P coincides with P̃ ), hence P (p) = p for every
p ∈M . ¤

Lemma A.2. There exists a sequence of Borel measurable mappings Θk : H1
loc×L2

loc(TM) →
H2
loc ×H1

loc(TM) and a finite constant CM depending on M such that

lim
k→∞

|Θk(z)− z|H1
loc(R)×L2

loc(R) = 0, z ∈ H1
loc × L2

loc(TM)

and

|Θk(z)|H1(−R,R)×L2(−R,R) ≤ CM(R
1
2 + |z|H1(−R−1,R+1)×L2(−R−1,R+1))

holds for every R > 0, k ∈ N and z ∈ H1
loc × L2

loc(TM).

Proof. The mappings Θk are constructed as follows. Let (bk) be a sequence of smooth
symmetric densities on R with supports in (− 1

k
, 1
k
), let z = (u, v) ∈ H1

loc × L2
loc(TM) and
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set

ūk(x) =





u(−k), x < −k
u(x), |x| ≤ k
u(k), x > k

which is M -valued and belongs to H1
loc(R). Let ε > 0 be such that p + z ∈ UP whenever

p ∈M and |z| ≤ ε where UP is the same as in Lemma A.1. We set

mk(u) = min {j ≥ k : j ≥ ε−2|∂xu|2L2(−k,k)}, wk,u = ūk ∗ bmk(u).

Since ∂xūk = 1(−k,k)∂xu we infer that

sup
x 6=y

|ūk(x)− ūk(y)|
|x− y| 12

≤ |∂xu|L2(−k,k).

Therefore,

sup
x∈R

|wk,u(x)− ūk(x)| ≤ [mk(u)]
− 1

2 |∂xu|L2(−k,k) ≤ ε.

Hence we infer that wk,u is a smooth function taking values in a compact set M+Bε ⊆ UP .
We set uk = P (wk,u) and Θk(u) = (uk, πuk

(bk ∗ v)) where πp : Rn → TpM is the orthogonal
projection at p ∈M . ¤

Proposition A.3. There exist smooth vector fields Z1, . . . , ZN on M such that

ξ =
N∑
i=1

〈ξ, Z i(p)〉Zi(p), ξ ∈ TpM, p ∈M. (A.1)

Proof. Every point on M has a neighbourhood where some vector fields are an ONB in the
tangent space, hence we may assume existence of open sets O1, . . . , Om covering M and
smooth vector fields (Ei

j : i ≤ m, j ≤ d) such that Ei
1(p), . . . , E

i
d(p) is an ONB in TpM for

every p ∈ Oi whenever i ≤ m. Let ϕ1, . . . , ϕk is a decomposition of unity on M and each
ϕl is a smooth function with support in some Oil . If we set

X lj = ψlE
il
j , ψl = L−

1
2ϕl, L =

k∑

l=1

ϕ2
l

then

ψ2
l (p)ξ =

d∑
j=1

ψ2
l (p)〈ξ, Zil

j (p)〉Zil
j (p), ξ ∈ Tp, p ∈M

holds for every l ≤ k since either ψ2
l (p) = 0 or p ∈ Oil . Summing the above formula over

the range l ∈ {1, . . . , k} leads to the conclusion. ¤
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Appendix B. Some useful facts about function spaces

Let us denote by Lk = Cw(R+;Hk
loc(R;Rn)), for k ∈ N, the vector space of all weakly

continuous functions h : R+ → Hk
loc(R;Rn). The space Lk becomes a locally convex

topological vector space when equipped with the locally convex topology generated by the
seminorms

|h|m,ϕ = sup
t∈[0,m]

k∑
j=0

∣∣〈∂jh
∂xj

(t), ϕj
〉
L2(−m,m)

∣∣, (B.1)

where m ∈ N∗ and ϕ ∈ ∏k
j=0 L

2(R;Rn). By L we denote the following locally convex
topological vector space

L = L1 ⊕ L0 (B.2)

Proposition B.1. Let a = (am) be a sequence of positive real numbers and k ∈ N. Then
the set

Lk(a) =

{
h ∈ Lk : sup

t∈[0,m]

|h(t)|Hk(−m,m) ≤ am, m ∈ N
}

(B.3)

is convex and closed in Lk. Moreover, the trace topology of Lk on Lk(a) is metrizable.

Proof of Proposition B.1. Obviously the set Lk(a) is convex.
Since L(a) = ∩∞m=1Lm(a), where form ∈ N, Lm(a) :=

{
h ∈ C(R+, Xw) : ‖πmh‖C([0,m];Xm) ≤

am
}

and each set Lm(a) is closed in L, we infer that L(a) is closed as well.

Let us choose and fix a countable dense subset L of
∏k

j=0 L
2(R;Rn). Let us denote by τ 1

be the topology on Lu introduced before the Proposition B.1 was formulated. Let τ 2 be a
locally convex topology on Lu generated by a family of seminorms

{| · |m,ϕ : m ∈ N, ϕ ∈ L}
.

The τ 2 topology is metrizable since it is generated by a countable number of seminorms,
see for instance [43, Theorem 1.24]. Hence, it is enough to show that on Lk(a) the trace
topologies of τ 1 and τ 2 coincide.

Since the topology τ 2 is generated by a smaller family of seminorms than the topology
τ 2 we infer that τ 2 is smaller than τ 1 and hence the trace of τ 2 is smaller than the trace
of τ 1.

In order to show that the trace of τ 1 is smaller that the trace of τ 2 we need to show that
an intersection of Lk(a) and an arbitrary neighborhood of 0 from τ 1 contains an intersection
of Lk(a) and some neighborhood of 0 from τ 2.

For simplicity let us put k = 0.
Let us choose ψ ∈ L2, m ∈ N∗ and ε > 0. Consider a set

V := {h ∈ L0 : |h|m,ψ < ε}.
which is a neighborhood of 0 from τ 1.

We want to find φ ∈ L such that U ∩ Lk(a) ⊂ V ∩ Lk(a), where

U := {h ∈ L0 : |h|m,φ < ε

2
}.



WEAK SOLUTIONS TO STOCHASTIC GEOMETRIC WAVE EQUATIONS 37

For this aim we observe that since L is dense in H0(R) = L2(R) we can find φ ∈ L such
that |ψ − φ|L2(−m,m) <

ε
2am

. Hence, if h ∈ U ∩ Lk(a),
|h|m,ψ = sup

t∈[0,m]

∣∣〈h(t), ψ〉
L2(−m,m)

∣∣ ≤ sup
t∈[0,m]

∣∣〈h(t), φ〉
L2(−m,m)

∣∣

+ sup
t∈[0,m]

∣∣〈h(t), ψ − φ
〉
L2(−m,m)

∣∣ ≤ |h|m,ψ

+ sup
t∈[0,m]

∣∣h(t)|L2(−m,m)|ψ − φ|L2(−m,m) <
ε

2
+ am

ε

2am
= ε.

This proves, as required, that U ∩ Lk(a) ⊂ V ∩ Lk(a).
The proof of closedness of Lk(a) of is standard.

¤

We will use the following family of Sobolev spaces,

H1
0 (−R,R) = {ϕ ∈ H1(−R,R) : ϕ(−R) = ϕ(R) = 0},

H−1(−R,R) =
[
H1

0 (−R,R)
]∗

where R > 0. We remark that all these spaces are separable Hilbert spaces.

Proposition B.2. Let a = (am) and b = (bm) be two sequences of positive real numbers,
α ∈ (0, 1] and k ∈ N. Then the set

Lk(a, b) =

{
h ∈ Lk(a) : sup

0≤s<t≤m

[ |h(t)− h(s)|H−1(−m,m)

(t− s)α

]
≤ bm, m ∈ N

}
(B.4)

is a convex metrizable compact subset of Lk.

Proof. Since Lk(a, b) is a subset of Lk(a), metrizability of the former follows from Propo-
sition B.1. Since L2(−m,m) is compactly embedded in H−1(−m,m) for every m ∈ N one
can prove that the function

Lk(a) 3 h 7→ sup
0≤s<t≤m

|h(t)− h(s)|H−1(−m,m)

(t− s)α
∈ [0,∞]

is sequentially weakly lower semi-continuous, see [46], we infer that Lk(a, b) is a closed
subset of Lk(a) and hence, by Proposition B.1, a closed subset of Lk.

Hence it remains to prove the relative compactness Lk(a, b). For this aim let us consider
an Lk(a, b)-valued sequence (hj). Since |hj(t)|Hk(−m,m) ≤ bm for every t ∈ [0,m] andm ∈ N,
by employing the Helly’s diagonalisation procedure, we can find a subsequence jl and a
function h : Q+ → Hk

loc(R) such that hjl(q) converges weakly in Hk
loc(R) to h(q) for every

q ∈ Q+.
Let us fix m ∈ N and write X = Hk(−m,m), Y = H−1(−m,m). Then the Hilbert

space X is continuously embedded in the Hilbert space Y and hence the dual Y ∗ is dense
in the dual X∗. Let us notice that for all h1, h2 ∈ Lk(a, b), ϕ ∈ X∗, ψ ∈ Y ∗, i, j ∈ N and
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t ∈ [0,m], q ∈ [0,m] ∩Q,

|ϕ(h1(t))− ϕ(h2(t))| ≤ 4am|ϕ− ψ|X∗ (B.5)

+ 2bm|ψ|Y ∗|t− q|α + |ϕ(h1(q))− ϕ(h2(q))|.
Hence, since the weak topology on B̄Y (0, am), the closed ball of radius bm in the space Y , is
metrisable, we infer that for every t ∈ [0,m], the sequence (hji(t)) is Cauchy in B̄Y (0, bm).
By the completeness of the the last set we infer that there exists h(t;m) ∈ Hk(−m,m) such
that the sequence (hji(t)) is weakly convergent in Hk(−m,m) to h(t;m). Consequently,
by again employing the Helly’s diagonalisation procedure, we can find h : R+ → Hk

loc(R)
such that for every t ∈ R+, the sequence (hji(t)) is weakly convergent in Hk

loc(R) to h(t).
Finally, in a classical way we can verify that h ∈ Lk and that hjl converges to h in the

topology of Lk. ¤

Appendix C. Skorokhod-Jakubowski Representation Theorem

Let X be a topological space such that here exists a sequence (fj) of real continuous
functions on X that separate points of X. Then, by [22], every compact set in X is
metrizable and a Borel probability measure is Radon iff it is supported by a σ-compact
set. The following result has also been proved by Jakubowski in [22].

Theorem C.1. Let (νj) be a tight sequence of Borel probability measures on X. Then
there exist a subsequence (jk) and Borel measurable mappings θ, θk : [0, 1] → X, k ≥ 1 with
a σ-compact range such that νjk is the law of θk, k ≥ 1 and θk(t) converges in X to θ(t)
for every t ∈ [0, 1].

The following result claims, in particular, that Borel σ-algebra of a Polish space Z
continuously embedded in X coincides with the trace σ-algebra of X on Z.

Proposition C.2. If Z is a Polish space and b : Z → X is a continuous injection, then
b[B] is a Borel set whenever B is Borel in Z.

Proof. Since the map F = (f1, f2, . . . ) : X → RN is a continuous injection, F ◦ b : Z → RN
is also a continuous injection. Let us take a Borel set B ⊆ Z. Since both Z and RN are
Polish spaces, we infer that (F ◦ b)[B] is a Borel set. Therefore b[B] = F−1[(F ◦ b)[B]] ⊆ X
is Borel set too. ¤

Appendix D. A measurability lemma

Proposition D.1. Let X be a separable Fréchet space (with a countable system of pseudonorms
(| · |k)k∈N, let Xk be separable Hilbert spaces and ik : X → Xk linear mappings such that
|ik(x)|Xk

= |x|k, k ≥ 1. Let ϕk,j ∈ X∗
k , j ∈ N separate points of Xk. Then the mappings

(ϕk,j ◦ ik)k,j∈N generate the Borel σ-algebra on X.

Proof. Since the map (ϕk,j ◦ ik)k,j∈N : X → ∏
k,j∈NXk is injective, the result follows from

[50, Theorem 3] which for the convenience of the reader we formulate right now.
Theorem 3. LetX, (Yα)α∈I be Polish spaces equipped with their Borel σ-algebras B(X),

(Bα)α∈I , respectively. Let fα : X → Yα, α ∈ I be functions. Then, σ({fα : α ∈ I}) = B(X)
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if and only if for each α ∈ I the function fα is Borel measurable and there exists a countable
J ⊂ I such that the map

∏
α∈J fα : X → ∏

α∈J Xα is injective. ¤

The next result is a direct consequence of the previous one.

Proposition D.2. There exists a countable system of compactly supported functions ϕk ∈
C∞(R) such that, for every L ∈ N, there is a subsequence kj such that ϕkj

have support in
(−L,L) for every j ∈ N, {ϕkj

} is dense in Hm(−L,L) and the mappings

Hm
loc(R) 3 h 7→ 〈h, ϕk〉L2 ∈ R, k ∈ N

generate the Borel σ-algebra on Hm
loc(R) whenever m ≥ 0.
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