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Abstract. A random perturbation of a deterministic Navier-Stokes
equation is considered in the form of an SPDE with Wick type non-
linearity. The nonlinear term of the perturbation can be characterized
as the highest stochastic order approximation of the original nonlinear
term u∇u. This perturbation is unbiased in that the expectation of a
solution of the perturbed/quantized equation solves the deterministic
Navier-Stokes equation. The perturbed equation is solved in the space
of generalized stochastic processes using the Cameron-Martin version
of the Wiener chaos expansion. The generalized solution can be ob-
tained as a limit or an inverse of solutions to corresponding quantized
equations. It is shown that the generalized solution is a Markov process.

1. Introduction

In this paper we will consider a deterministic Navier-Stokes equation

(1.1)

∂tu0 (t, x) = ∂i

(
a ij (t, x) ∂ju0 (t, x)

)−

−uk
0 (t, x) ∂ku0(t, x) +∇P0 (t, x) + f (t, x) ,

u0 (0, x) = w(x), div u0 = 0,

and its stochastic perturbations:

(1.2)

∂tv (t, x) = ∂i

(
a ij (t, x) ∂jv (t, x)

)−

vk (t, x) ∂kv(t, x) +∇P (t, x) + f (t, x)+

[σi(t, x)∂iv (t, x) + g (t, x)−∇P̃ (t, x)]Ẇt,

v (0, x) = w (x) ,div v = 0,
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and

(1.3)

∂tu (t, x) = ∂i

(
a ij (t, x) ∂ju (t, x)

)−

uk (t, x) ♦∂ku(t, x) +∇P (t, x) + f (t, x)+

[σi(t, x)∂iu (t, x) + g (t, x)−∇P̃ (t, x)]Ẇt,

u (0, x) = w (x) , div u = 0,

where 0 ≤ t ≤ T, x ∈ Rd, d ≥ 2, Wt is a cylindrical Wiener process in a
separable Hilbert space Y, the coefficients aij , σi and the functions f, g are
deterministic, σi and g are Y -valued, and u♦v denotes the Wick product.
Technically, replacement of problem (1.2) by problem (1.3) amounts to re-
placement of products of random elements by stochastic convolutions, such
as Wick products/Skorokhod integrals ([24], [10], [14] and Section 2.2.1). In
the literature on quantum physics, procedures of this type are often called
stochastic quantization (see e.g. [21],[9],[3]). Equations subjected to the
stochastic quantization procedure are usually referred to as quantized.

The standard properties of the Wick product imply that

(1.4) E
(
uk (t, x) ♦∂ku(t, x)

)
= Euk (t, x) ∂k(Eu(t, x)).

Therefore, the expectation of a solution of (1.3) is a solution of the de-
terministic Navier Stokes equation (1.1). Thus, equation (1.2) is an unbi-
ased random perturbation of deterministic Navier-Stokes equation (1.1), in
that Eu (t, x) = u0 (t, x). This important property does not hold for the
stochastic perturbation (1.2) or other standard stochastic perturbations of
Navier-Stokes equation.

Stochastic Navier-Stokes equation (1.2) is reasonably well understood and
there exists substantial literature on its analytical properties as well as its
derivation from the first principles (see e.g. [18], [19] and the references
therein). In this paper we will be focusing mostly on equation (1.3).

Burger’s equation with Wick product was considered in [5], [7], see also
references therein. The analysis in these papers was based on the Itô white
noise expansion and S-transform in the Kondratiev’s space S−1 of general-
ized stochastic random variables. Wick type SDEs have been introduced in
[4], [10] (see [7] as well).

DaPrato and Debussche (see [2]) have investigated stochastic Navier-
Stokes equation in R2 with another version of Wick product in the nonlinear
term. The version of the Wick product used in the aforementioned paper
was based on an associated invariant distribution. In the setting of [2],
the Wick-type nonlinear term differs from the classical one by an additive
constant.
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It was shown in [19] that under reasonable assumptions stochastic Navier-
Stokes equation (1.2) has a square integrable solution. Moreover, this solu-
tion can be formally written in the Wiener chaos expansion form:

v (t, x) =
∑
α

vα (t, x) ξα,

where {ξα, α ∈ J } is the Cameron-Martin basis generated by Ẇt, vα (t, x) =
E (vα (t, x) ξα), and J is the set of multiindices α = {αk, k ≥ 1} such that
for every k, αk ∈ N and |α| = ∑

k αk < ∞.
It was shown in [19] that vα (t, x) := E (v(t, x) ξα) satisfy the propagator

equation:

(1.5)
∂tvα (t, x) = ∂i

(
a ij∂jvα (t, x)

)−
∑

p

∑
0≤β≤α c(α, β, p) (vβ+p,∇)vα+p−β (t, x)−∇Pα (t, x) + f (t, x) I{|α|=0}+

∑
k

√
αk[σi∂ivα(k) (t, x)−∇P̃α (t, x) + I{|α|=1}g]; div vα = 0,

where α(k) = (α1, α2, ...αk−1, αk − 1, αk+1, ...) and

c(α, β, p) =
[(

α

β

)(
β + p

p

)(
α + p− β

p

)]1/2

.

One advantage of the Wiener chaos representation is that it provides
convenient formulae for computing statistical moments of the random field
u(t, x) (see [18], [19]). For example,

Eui(t, x) = ui
0(t, x),

E
(
ui(t, x)uj (t, y)

)
=

∑
|α|<∞ ui

α(t, x)uj
α(t, y),

E
(
ui(s, x)uj (t, y)ul (r, z)

)
=∑

α,β

∑
p≤α∧β (p! (α− p)! (β − p)!)−1 ui

α(s, x)uj

β(t, y)ul
α+β−2p (r, z)

Now, let us consider equation (1.3). Equation (1.3) could be viewed as
an approximation of equation (1.2). Indeed, it is a standard fact (see [21],
[6], [7]) that

(1.6) ξα♦ξβ =
√

(α + β)!/α!β!ξα+β

while

(1.7) ξαξβ = ξα♦ξβ +
∑

γ<α+β

κγξγ ,

where κγ are constants. Therefore, ξα♦ξβ is the highest stochastic order
approximation of ξαξβ and, respectively, u♦∇u is the highest stochastic
order approximation of u∇u.
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The coefficients of a formal WCE for a solution of equation (1.3) are given
by

(1.8)

∂tuα (t, x) = [∂i

(
a ij∂juα (t, x)

)−
∑

0≤β≤α

√(
α
β

)
(uα−β,∇)uβ (t, x)−∇Pα (t, x) + f (t, x) I{|α|=0}

+
∑

k

√
αk[σi∂iuα(k) (t, x)−∇P̃α (t, x) + I{|α|=1}g]; div uα = 0.

Clearly, this system of equations is much simpler than equation (1.5). If
α = 0, then uα(t, x) is a solution of deterministic Navier-Stokes equation
(1.1). The remaining components are governed by Stokes equations and
could be solved sequentially. From the computational point of view this is
a substantial advantage. Indeed, the propagator for equation (1.2) is a full
nonlinear system while for equation (1.3) is a bi-diagonal system and only
the first equation of this system is nonlinear.

It is not clear how, if at all, the quantized Navier-Stokes equation fits into
classical Fluid Mechanics. Nevertheless, equation (1.3) is ”physical” in that
it could be derived from the second Newton law (under appropriate assump-
tions on the velocity field), much the same way as the classical Navier-Stokes
equation (see Appendix II).

The main disadvantage of equation (1.3) is that
(
uk (t) ♦∂ku(t), u (t)

)
L2
6=

0.Therefore, one could not expect that a solution of (1.3) is square integrable.
This effect is not specific to stochastic Navier-Stokes equation. In fact, it is
common for a large class of stochastic bi-linear PDEs (see e.g. [12], [13]).

In this paper we consider the equation (1.3) in the class of formal Wiener
chaos expansions and show that a formal series

(1.9) u (t, x) =
∑

|α|<∞
uα (t, x) ξα

solves (1.3) if and only if uα (t, x) are given by equation (1.8). To make this
solution square integrable we rescale it by ways of the procedure often called
second quantization (see Appendix I). We show that u(t, x) is the limit of
square integrable solutions of the rescaled equations.

Convergence of this solution is determined by a system of positive weights
{rα}|α|<∞ such that

(1.10) ‖u‖2
R :=

∑

|α|<∞
r2
αE ‖uα (t, x)‖2

L2((0,T );Rd) < ∞.

In this paper we establish existence and uniqueness of a generalized so-
lution of equation (1.3) in Sobolev spaces H2

2 ∩ H2
p for p > d. We also

demonstrate that the uniqueness holds under the same assumptions that
guarantee uniqueness for the deterministic version of this equation. In order
to show that u(t, x) belongs to the Kondratiev’s space S−1 of generalized
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stochastic random variables, the Catalan numbers (see [22], [8]) are critical
for an appropriate choice of the weights rα in (1.10).

Although ξα in (1.9) are not (FW
t )-adapted, we prove that the generalized

solution is (FW
t )-adapted and Markov. Also, it is established that the gen-

eralized solution does not depend on the choice of the basis in L2([0, T ], Y )
which is implicitly included in the WCE.

2. Generalized Random Variables and Processes

2.1. Wiener Chaos. To begin with, we shall introduce some basic notation
and recall a few fundamental facts of infinite-dimensional stochastic calculus.
Let us fix a separable Hilbert spaces Y and H = L2([0, T ], Y ). Let {`i, i ≥
1} be a complete orthonormal basis (CONS) in Y and{mi, i ≥ 1} be a
CONS in L2 (0, T ) . Denote by B the class of all CONS in H of the form
{ek = ek(s) = mk1(s)`k2} and such that for each k, sup0≤s≤T |mk(s)| < ∞.
Obviously, for each k, sup0≤s≤T |ek(s)|Y < ∞. Let us fix a CONS b =
{ek, k ≥ 1} ∈ B.

Let (Ω,F ,P) be a probability space with a filtration F of right continuous
σ-algebras (Ft)t≥0. All the σ-algebras are assumed to be P-completed. Let
W (t) be an F-adapted cylindrical Brownian motion in Y , i. e.,

W (t) =
∞∑

k=1

wk(t)`k,

where {wk (t) , k ≥ 1} is a sequence of independent standard one-dimensional
Brownian motions in (Ω,F ,P). We write W (ek) =

∫ T
0 ek(t)dWt. For ek =

ek(s) = mk1(s)`k2 ,

W (ek) =
∫ T

0
ek(t)dWt =

∫ T

0
mk1(t)dwk2(t),

and

(2.1) W (t) =
∞∑

k=1

(
∫ t

0
ek(s)ds)W (ek), 0 ≤ t ≤ T.

Let α = {αk, k ≥ 1} be a multiindex, i.e. for every k, αk ∈ N =
{0, 1, 2, . . .}. We shall consider only such α that |α| =

∑
k αk < ∞, i.e.,

only a finite number of αk is non-zero, and we denote by J the set of all
such multiindices. For α, β ∈ J , we define

α + β = (α1 + β1, α2 + β2, . . .), α! =
∏

k≥1

αk!.

By εk we denote the multi-index α with αk = 1 and αj = 0 for j 6= k. Write

(2.2) α (k)= α− εk

For each multi-index α of length n we relate a set Kα whose elements are
positive integers ki, i = 1, . . . , n, such that each k is represented there by
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αk-copies. To proceed further, we need a description of a multi-index α with
|α| = n > 0 based on its characteristic set Kα, that is, an ordered n-tuple
Kα = {k1, . . . , kn}, where k1 ≤ k2 ≤ . . . ≤ kn characterize the locations and
the values of the non-zero elements of α. More precisely, k1 is the index of
the first non-zero element of α, followed by max (0, αk1 − 1) of entries with
the same value. The next entry after that is the index of the second non-zero
element of α, followed by max (0, αk2 − 1) of entries with the same value,
and so on.

For an orthonormal basis {ek, k ≥ 1} in L2 ([0, T ], Y ) and α ∈ I with
Kα = {k1, . . . , kn}, we denote

(2.3) Eα =
∑

σ∈Gn

ekσ(1)
⊗ . . .⊗ ekσ(n)

, α ∈ I,

where Gn is a permutation group of {1, . . . , n}. The set

(2.4)

{
eα =

Eα√
α!|α|! , α ∈ I

}

is a CONS for the symmetric part of H⊗n.
For α ∈ J, write Hα :=

∏∞
k=1 Hαk

(W (ek)), where Hn is the nth Hermite

polynomial defined by Hn(x) = (−1)N
(
dne−x2/2/dxn

)
ex2/2.

Write ξα = Hα/
√

a!. For |α| = n,

(2.5) ξα =
√
|α|!W (eα),

where

(2.6) W (eα) =
∫ T

0

∫ sn

0
. . .

∫ s2

0
eα(s1, . . . , sn)dWs1 . . . dWsn .

If α = εk, then

(2.7) W (eεk
) = W (ek) =

∫ T

0
ek(t)dWt

Theorem 1 (Cameron and Martin [1]). The set Ξ = {ξα = ξα(b), α ∈ I}
is an orthonormal basis in L2 (Ω,P). If X is a Hilbert space and η ∈
L2 (Ω,P;X) and ηα = E(ηξα), then η =

∑
α∈J ηαξα and E|η|2 =

∑
α∈J η2

α.

The expansion η =
∑

α∈J ηαξα is often referred to as Wiener chaos ex-
pansion.

Remark 1. The basis ξα, α ∈ I, can be obtained by differentiating stochastic
exponent. Let Z be the set of all real-valued sequences z = (zk) such that
only finite number of zk is not zero. For α ∈ J , denote ∂α

z = Πk∂
αk/ (∂zk)

αk

and let
ez = ez(t) =

∑

k

zkek(t), 0 ≤ t ≤ T,



STOCHASTIC NAVIER-SOKES EQUATION 7

pt(z) = pt(ez) = pt(z,b) = exp
{∫ t

0
ez(s)dWs − 1

2

∫ t

0
|ez(s)|2Y ds

}
,(2.8)

p(z) = pT (z), z ∈ Z, 0 ≤ t ≤ T.

It is a standard fact (see, for example, [16]) that Hα = ∂α
z p(z)|z=0, ξα =

Hα/
√

α!. Since p(z) is analytic, it follows by (2.5),

(2.9) p(z) = p(z,b) =
∑
α

Hα

α!
zα =

∑
α

zα

√
|α|!
α!

W (eα).

2.2. Generalized random variables and processes. Let b ∈B, and ξα =
ξα(b), α ∈ I. Let

D = D(b)=

{
v =

∑
α

vαξα : vα ∈ R and only finite number of vα are not zero

}
.

Definition 1. A generalized D-random variable with values in a convex
topological vector space E with Borel σ-algebra is a formal series u =

∑
α uαξα,

where uα ∈ E, ξα = ξα(b), and b = {ek, k ≥ 1} ∈ B is a CONS in L2([0, T ], Y ).

Denote the vector space of all generalized D-random variables by D′ =
D′(b) = D′(b, E). The elements of D are the test random variables for D′.
We define the action of a generalized random variable u on the test random
variable v by

〈u, v〉 =
∑
α

vαuα.

For a sequence un ∈ D′ and u ∈ D′, we say that un → u, if for every
v ∈ D,

〈u, vn〉 → 〈u, v〉 .
This implies that un =

∑
α un

αξα → u =
∑

α uαξα if and only if un
α → uα as

n →∞ for all α.

Remark 2. Obviously, if u =
∑

α uαξα ∈ D′(b, E), F is a vector space and
f : E → F is a linear map, then

f(u) =
∑
α

f(uα)ξα ∈ D′(b, F ).

Definition 2. a) An E-valued generalized D- process u(t) in [0, T ] is a
D′(b, E)-valued function on [0, T ] such that for each t ∈ [0, T ]

u(t) =
∑
α

uα(t)ξα ∈ D′(b, E);

and uα(t) are deterministic measurable E-valued functions on [0, T ]. We
denote the linear space of all such processes by D′([0, T ],b, E).

Remark 3. If there is no room for confusion, we will often say D-process
(D-random variable) instead of generalized D-process (generalized D-random
variable).
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If E is a normed vector space, we denote

L1(D′([0, T ],b, E))

= {u(t) =
∑
α

uα(t)ξα ∈ D′([0, T ],b, E) :
∫ T

0
|uα(t)|Edt < ∞, α ∈ I}.

For u(t) =
∑

α uα(t)ξα ∈ L1(D′([0, T ],b, E)) we define
∫ t
0 u(s)ds, 0 ≤ t ≤ T,

in D′([0, T ], b, E) by
∫ t

0
u(s)ds =

∑
α

(∫ t

0
uα(s)ds

)
ξα, 0 ≤ t ≤ T.

If u(t) =
∑

α uα(t)ξα and uα(t) are differentiable in t, then

d

dt
u(t) = u̇(t) =

∑
α

u̇α(t)ξα.

Example 1. A cylindrical Wiener process Wt, 0 ≤ t ≤ T, in a Hilbert
space Y, and its derivative dWt/dt = Ẇt are generalized Y -valued stochastic
processes. Indeed, by (2.1),

Wt =
∑

k

∫ t

0
ek(s)dsξεk

, 0 ≤ t ≤ T,

and

Wt =
∫ t

0
Ẇsds,

where
Ẇt =

∑

k

ek(t)ξεk
, 0 ≤ t ≤ T.

2.2.1. Wick Product and Skorokhod Integral.

Definition 3. For ξα, ξβ from Ξ, define the Wick product

(2.10) ξα♦ξβ :=

√(
(α + β)!

α!β!

)
ξα+β.

In particular, taking in (2.10) α = kεi and β = nεi we get

(2.11) Hk(ξi)♦Hn(ξi) = Hk+n(ξi).

For a Hilbert space E and arbitrary v =
∑

α vαξα and u =
∑

α uαξα in
D′(b, E), we define their Wick product as aD-generalized real valued random
variable given by

(2.12) v♦u =
∑
α

∑

β≤α

(uβ, vα−β)E

√
α!

β!(α− β)!
ξα ∈ D′(b,R).
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Skorokhod integral assigns to v ∈ L1(D′([0, T ],b, Y )) a generalized ran-
dom variable δ(v) ∈ D′ (b,R) such that

δ(v) =
∫ T

0
v(s)dWs =

∑
α

δ(v)αξα,

where

δ(v)α =
∑

k

√
αk

∫ T

0

(
vα(k)(t), ek(t)

)
Y

dt.

and α(k) is given by (2.2). Let δt(v) be a process in D′ ([0, T ],b, Y ) such
that

δt(v) =
∫ t

0
v(s)dWs = δ

(
v1[0,t]

)
=

∑
α

δt(v)αξα, 0 ≤ t ≤ T,

where

δt(v)α =
∑

k

√
αk

∫ t

0

(
vα(k)(s), ek(s)

)
Y

ds.

Since Ẇt =
∑

k ek(t)ξεk
, it follows by (2.12) that

vt♦Ẇt =
∑
α

∑

k

(vα(k)(t), ek(t))Y
√

αkξα,

and

δ (v) =
∫ T

0
vt♦Ẇt dt and δt(v) =

∫ t

0
v(s)♦Ẇsds.

Remark 4. Skorokhod integral is an extension of the Itô integral1.

Proof. Indeed, if u(t) =
∑

α uα(t)ξα is F-adapted Y -valued such that

E
∫ T

0
|u(t)|2Hdt < ∞,

then v =
∫ T
0 u(t)dW (t) =

∑
α vαξα is square integrable. By Ito formula for

the product of
∫ t
0 u(s)dW (s) and stochastic exponent pt(z) from Remark 1,

we obtain

Evp(z) = E
∫ T

0
u(t)dW (t)pT (z) =

∫ T

0
E[pt(z)(u(t), ez(t))Y ]dt

=
∫ T

0
E[p(z)(u(t), ez(t))Y ]dt, z ∈ Z.

1Of course, this statement is well known. However, the proof given here is short and
straightforward.
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So,

∂|α|Evp(z)
∂zα

=
∑

k

αk

∫ T

0

∂|α(k)|

∂zα(k)
(Ep(z)u(t), ek(t))Y ]dt and

vα = (
√

α!)−1 ∂|α|Evp(z)
∂zα

|z=0 =
∑

k

∫ T

0

√
αk(uα(k)(t), ek(t))Y ]dt.

¤

3. Quantized Navier-Stokes Equation

For T > r ≥ 0, let us consider the following Navier-Stokes equation:

(3.1)

∂tu (t, x) = ∂i

(
a ij (t, x) ∂ju (t, x)

)
+ bi(t, x)∂iu(t, x)−

uk (t, x)♦∂ku(t, x) +∇P (t, x) + f (t, x) +

[σi(t, x)∂iu (t, x) + g (t, x)−∇P̃ (t, x)]♦Ẇt, div u = 0,

u (r, x) = w (x) .

The unknowns in the equation (3.1) are the functions u =
(
ul

)
1≤l≤d

, P, P̃ .
It is assumed that aij , bi, f =

(
f i

)
,w =

(
wi

)
are measurable deterministic

functions on [0,∞)×Rd, and the matrix
(
aij

)
is symmetric. Let us assume

also that σi,g =
(
gi

)
be Y -valued measurable deterministic functions on

[0,∞)×Rd.
In addition, we will need the following assumptions.
A1. For all t ≥ 0, x ∈ Rd,

K|λ|2 ≥ aijλiλj ≥ δ|λ|2,
where K, δ are fixed strictly positive constants.

A2. For all t ≥ 0, x, λ ∈ Rd,
2∑

k=0

(|∂kaij |+ |∂k bi|+ |∂k σi|Y )| ≤ K.

A3. The functions f(t, x),p(x) and g(t, x) are measurable deterministic,
p > d, and for all t > 0,

∫ t

0
[|f(r)|2p

1,p + |f(r)|21,2 + |g(r)|2p
1,p + |g(r)|21,2]dr < ∞,

|w|1,2p + |w|1,2 < ∞.

We will seek a solution to (3.1) in the form

u(t)=
∑
α

uα(t)ξα ∈ D′([0, T ],b,H2
p), p ≥ 2.
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In this case, denoting by P(v) the solenoidal projection of the vector field
v, we can rewrite (3.1) in the following equivalent form:

(3.2)

∂tu (t, x) = P[∂i

(
a ij (t, x) ∂ju (t, x)

)
+ bi(t, x)∂iu(t, x)−

uk (t, x) ∂ku(t, x) + f (t, x)]+

P[σi(t, x)∂iu (t, x) + g (t, x)]♦Ẇt, div u = 0,

u (r, x) = w (x) .

Definition 4. Given w =
(
wi

)
=

∑
α wα(x)ξα ∈ D′(b,H2

p) and r < T , a
generalized D-process u(t) =

∑
α uα(t)ξα ∈ D′([r, T ],b,H2

p) is called D-H2
p

solution of equation (3.1) in [r, T ], if for each α, uα(t) is strongly continuous
in t,

∫ T

r
|uα(s)|p3,p ds < ∞,

and the equality

(3.3)

u(t) = w +
∫ t
r P[−ui (r) ♦∂iu (r)+

∂i(aij(r)∂ju (r) )+bi(t, x)∂iu(t, x) + f(r)]dr+

∫ t
r P[σk(r)∂ku (r) + g(r)]♦Ẇrdr.

holds in D(b,H2
p(R

d)) for every r ≤ t ≤ T . If an Hs
p-solution in [r, T ] is

also Hs
q-solution in [r, T ], we call it Hs

p ∩Hs
q-solution in [r, T ].

Applying Remark 2 and definition of the Wick product we obtain the
following statement.

Lemma 1. Assume A1-A3 hold, p ≥ 2. Then u(t) =
∑

α uα(t)ξα ∈
D′([r, T ], b,H2

p) is an D-H2
p solution in [r, T ] if and only if for each α ∈

I, r ≤ t ≤ T,
(3.4)

uα (t, x) = wα(x) +
∫ t
r [∂i

(
a ij (s, x) ∂juα (s, x)

)
+ bi(s, x)∂iuα(s, x)−

−∑
γ≤α

√(
α
γ

)
uk

α−γ (s, x) ∂kuγ(s, x) +∇Pα (s, x) + f (s, x) 1α=0]ds+

+
∫ t
r

∑
k

√
αk[(σp(s, x), ek(s))Y ∂puα(k) (s, x) + 1|α|=1g (s, x)

−∇
(
P̃α(k) (s, x) , ek(s)

)
Y

]ds, div u = 0,
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or, equivalently,

uα (t, x) = wα(x) +
∫ t
r P[∂i

(
a ij (s, x) ∂juα (s, x)

)
+ bi(s, x)∂iuα(s, x)−

+
∑

γ≤α

√(
α
γ

)
uk

α−γ (s, x) ∂kuγ(s, x) + f (s, x) 1α=0]ds+

+
∫ t
r

∑
k

√
αkP[(σp(s, x), ek(s))Y ∂puα(k) (s, x) + (g (s, x) , ek(s))Y 1|α|=1]ds,

div uα = 0.

Remark 5. a) If α = 0, the zero term uα(t, x) = u0(t, x) of an D-H2
p

solution in [r, T ] satisfies Navier-Stokes equation:

(3.5)
u0 (t, x) = w0(x) +

∫ t
r [∂i

(
a ij (s, x) ∂ju0 (s, x)

)−

−uk
0 (s, x) ∂ku0(s, x) +∇P0 (s, x) + f (s, x)]ds, div u0 = 0,

For the remaining components we have to solve Stokes equations. For
example, denote εl the multiindex α such that αl = 1 and the remaining
components are zeros. Then for uεl

,

uεl
(t, x) = wεi +

∫ t
r [∂i

(
a ij (s, x) ∂juεl

(s, x)
)−

−uk
0 (s, x) ∂kuεl

(s, x)− uk
εl

(s, x) ∂ku0(s, x) +∇Pεl
(s, x)]ds+

+
∫ t
r [(σp(s, x), el(s))Y ∂pu0 (t, x) + (g (s, x) , el(s))Y

−∇
(
P̃0 (s, x) , el(s)

)
Y

]ds,

div uεl
= 0,

and for |α| ≥ 2,

uα (t, x) = wα(x) +
∫ t
r [∂i

(
a ij (s, x) ∂juα (s, x)

)
+ bi(s, x)∂iuα(s, x)−

−uk
0 (s, x) ∂kuα(s, x) + uk

α (s, x) ∂ku0(s, x)

−∑
γ≤α,1≤|γ|≤|α|−1

√(
α
γ

)
uk

α−γ (s, x) ∂kuγ(s, x) +∇Pα (s, x)]ds+

+
∫ t
r

∑
k

√
αk[(σp(s, x), ek(s))Y ∂puα(k) (s, x)

−∇
(
P̃α(k) (s, x) , ek(s)

)
Y

]ds, div uα = 0,

b) Since for |α| ≥ 1, Euα(t, x)ξα = 0, the equation (3.2) (or (3.3)) can be
regarded as a random perturbation of the deterministic Navier-Stokes equa-
tion (3.5).

c) If A1-A3 hold, then there is T1 > 0 and a unique H2
2 ∩H2

2p-solution of
(3.5) in [0, T1).

First, we prove the existence and uniqueness of D-solutions.
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Lemma 2. Assume that A1-A3 hold, b ∈ B,w =
∑

α wαξα,

|wα|1,p + |wα|1,2 < ∞ for all |α| ≥ 1,

|w0|1,2p + |w0|1,2 < ∞.

Then for each r ≤ T < T1 there is a unique D-H2
p ∩H2

2-solution of (3.1) in
[r, T ].

Proof. For α = 0, the equation (3.5) is Navier-Stokes equation. According to
Theorem 3 in [18], there is T1 > 0 and a unique H1

2p ∩H1
2-solution u0(t), t <

T1, to (3.5) such that

sup
0≤s≤t

|u0(s)|l1,l +
∫ t

r
|∂2u0(r)|l0,ldr < ∞,

where l = 2, 2p. By Sobolev embedding theorem, for all r ≤ t < T,

sup
x,r≤t

|u0(r, x)|+
∫ t

r
sup

x
|∂u0(r, x)|2pdr < ∞.

Therefore,
∫ t
r [|uk

0 (s, x) ∂ku0(s, x)|l + |∂ju
k
0 (s, x) ∂ku0(s, x)|l+

|uk
0 (s, x) ∂2

kju0(s, x)|l]dsdx < ∞,

l = 2, p. By Proposition 4.7 in [17],

(3.6) sup
r≤t

|u0(r)|l2,l +
∫ t

r
|∂3u0(r)|lldr < ∞,

l = 2, p, and by Sobolev embedding theorem, for all t < T1,

sup
x,r≤t

1∑

k=0

|∂ku0(r, x)|+
∫ t

r
sup

x
|∂2u0(r, x)|pdr < ∞.

Assume that for |α| ≤ n, the estimate

(3.7) sup
r≤t

|uα(r)|l2,l +
∫ t

r
|∂3uα(r)|lldr < ∞,

l = 2, p, holds. By Sobolev embedding theorem, it implies that

sup
x,r≤t

1∑

k=0

|∂kuα(r, x)|+
∫ t

r
sup

x
|∂2uα(r, x)|pdr < ∞,
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if |α| ≤ n, t < T1. Then for |α| = n + 1,

uα (t, x) = wα(x) +
∫ t
r [∂i

(
a ij (s, x) ∂juα (s, x)

)−

−uk
0 (s, x) ∂kuα(s, x) + uk

α (s, x) ∂ku0(s, x)

−∑
γ≤α,1≤|γ|≤|α|−1

√(
α
γ

)
ui

α−γ (s, x) ∂iuγ(s, x) +∇Pα (s, x)]ds+

+
∫ t
r

∑
k

√
αk[(σp(s, x), ek(s))Y ∂puα(k) (t, x)

−∇
(
P̃α(k) (t, x) , ek(s)

)
Y

]ds, div uα = 0,

and by Proposition 4.7 in [17], (3.7) holds for |α| = n + 1. ¤

Because of the uniqueness, the D-solution has a restarting property. More
specifically, the following statement holds:

Corollary 1. Assume that A1-A3 hold, b ∈ B, w =
∑

α wαξα,

|wα|1,p + |wα|1,2 < ∞ for all |α| ≥ 1,

|w0|1,2p + |w0|1,2 < ∞.

Let ur,w(t) be the solution to (3.1)in [r, T ], T < T1, and r ≤ r′ ≤ t ≤ T.
Then

ur,w(t) = ur′,u(r′)(t).

Proof. Indeed for u(t) = ur,w(t), and r ≤ r′ ≤ t ≤ T, we have

u (t) = u(r′) +
∫ t
r′{∂i

(
a ij (s) ∂ju (s)

)
+ bi(s)∂iu(s)−

−uk (s) ♦∂ku(s) +∇P (s) + f (s)

+[σi(s)∂iu (s) + g (s)−∇P̃ (s)]♦Ẇs}ds, div u = 0,

and the statement follows by Lemma 2. ¤

3.1. Quantization and approximation of the generalized solution.

To begin with, we will derive more precise estimates for D-H2
p solutions of

equation (3.1). One could hardly expect that the D-H2
p solution of quantized

Navier-Stokes equation has finite variance, i.e.
∑

α |uα(t)|2 < ∞. However,
in this subsection we will show that the solution could be obtained as the
limit of square integrable solutions of the equations rescaled in a special
way that originates in quantum physics and is usually referred to as second
quantization (see [21], and Appendix I).
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Lemma 3. Assume A1-A3 hold and supk

∫ T
0 |ek(s)|pds < ∞. Let u(t) =∑

α uα(t)ξα ∈ D′([0, T ], b,H2
p ∩H2

2) be H2
p ∩H2

2-solution of equation (3.1) in
[0, T ]. Denote

L̃α = sup
t≤T

|uα(t)|2,p + sup
t≤T

|uα(t)|2,2, α ∈ I.

Then there is a constant B0 such that

L̃α ≤
√

α!C|α|−1

(|α|
α

)
B
|α|−1
0 K |α|, |α| ≥ 2,

where K = 1 + supi L̃εi , and

C|α|−1 =
1

|α| − 1

(
2(|α| − 1)
|α| − 1

)
, |α| ≥ 2

are the Catalan numbers (see e.g. [22], [8] ). Moreover, there is a number
q > 2 so that

∑
α

(2N)−qαL̃2
α

α!
< ∞,

i.e., the solution u belongs to the Kondratiev space of generalized random
functions S−1,−q(H2

p ∩H2
2).

Proof. By Proposition 4.7 in [17], L̃0 +supi L̃εi < ∞, and there is a constant
C independent of |α| ≥ 2 such that

sup
r≤T

|uα(r)|l2,l +
∫ t

0
|∂2uα(r)|l1,ldr

≤ C

∫ t

0
|

∑

γ≤α,1≤|γ|≤|α|−1

√(
α

γ

)
uk

α−γ (s, x) ∂kuγ(s, x)+

+
∑

k

√
αk (σp(s, x), ek(s))Y ∂puα(k) (s, x) |l1,lds,

l = 2, p. So, there is a constant B0 so that for |α| = n ≥ 2, L̂α =
(α!)−1/2L̃α, L̂εi = L̃εi we have

L̂α ≤ B0


 ∑

γ≤α,1≤|γ|≤|α|−1

L̂α−γL̂γ + 1σ 6=0

∑

k

L̂α(k)1αk 6=0




and denoting Lα = L̂α if |α| > 1, Lα = 1 + L̂α if |α| = 1 we have

Lα ≤ B0

∑

γ≤α,1≤|γ|≤|α|−1

Lα−γLγ
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and by [8]2 for |α| ≥ 2

Lα ≤ C|α|−1B
|α|−1
0

(|α|
α

) ∏

i

(1 + L̃εi)
αi

≤ C|α|−1

(|α|
α

)
B
|α|−1
0 K |α|.

So,

L̃α ≤
√

α!C|α|−1

(|α|
α

)
B
|α|−1
0 K |α|,

L̃2
α ≤ α!C2

|α|−1

(|α|
α

)
(2N)αB

2(|α|−1)
0 K2|α|

and
rαL̃2

α

α!
≤ C2

|α|−1

(|α|
α

)
(2Nr)αB

2(|α|−1)
0 K2|α|.

Therefore with r = (ri), ri = (2i)−q, q > 2,

∑

|α|=n

rαL̃2
α

α!
= C2

n−1B
2(n−1)
0 K2n

∑

|α|=n

(|α|
α

)
(2Nr)α

≤ C2
n−1B

2(n−1)
0 K2n2n2−qn

( ∞∑

i=1

iq−1

)n

.

For large n, the Catalan numbers

Cn−1 ≈ 4n−1

√
π(n− 1)3/2

and there is a number q > 2 such that
∞∑

n=0

∑

|α|=n

rαL̃2
α

α!
< ∞.

So, the solution u(t) belongs to Kondratiev’s space S−1,−q(H2
p ∩H2

2). ¤

For ε > 0 define a self-adjoint positive operator Dε on H such that
Dεek = 2−εkek and a sequence of positive numbers κε,n = e−εen

. Let
Cε =

∑∞
n=0 κε,nD⊗n

ε . Then

Cεeα = κε,|α|D⊗n
ε eα = κε,|α|

(
Πk2−εkαk

)
eα = κε,|α|

(
2−εN

)α
eα.

Let Γ(Cε) be the second quantization operator related for the operator Cε

(see Appendix I).

2Kaligotla and Lototsky [8] used Catalan numbers for quantization of stochastic Burg-
ers equation.
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Proposition 1. Assume A1-A3 hold and supk

∫ T
0 |ek(s)|pds < ∞. Let u(t) =∑

α uα(t)ξα ∈ D′([0, T ],b,H2
p∩H2

2) be a generalized H2
p∩H2

2-solution of equa-
tion (3.1) in [0, T ] and

uε(t) = Γ(Cε)u(t) =
∞∑

n=0

κε,n

∑

|α|=n

uα(t)(2−εN)αξα,

Then uε(t) is H2
2-valued square integrable process satisfying the equation

(3.8)

∂tuε (t, x) = ∂i

(
a ij (t, x) ∂juε (t, x)

)
+ bi(t, x)∂iuε(t, x)−

Γ(Cε)Γ(Cε)−1uk
ε (t, x) ♦Γ(Cε)−1∂kuε(t, x) +∇Pε (t, x) + f (t, x) +

Γ(Cε)[σi(t, x)Γ(Cε)−1∂iuε (t, x) + g (t, x)−

Γ(Cε)−1∇P̃ε (t, x)]♦Γ(Cε)−1Ẇ ε
t ,

div uε = 0,uε (0, x) = w (x) .

For the coefficients of uε(t) =
∑

α uε,α(t)ξα we have
(3.9)
uε,α (t, x) = 1α=0w(x) +

∫ t
0 [∂i

(
a ij (s, x) ∂juε,α (s, x)

)
+ bi(s, x)∂iuε,α(s, x)−

∑
γ≤α

√(
α
γ

)
e−εe|α|+εe|γ|+εe|α−γ|

uk
ε,α−γ (s, x) ∂kuε,γ(s, x)+

∇Pε,α (s, x) + f (s, x) 1α=0]ds+

∫ t
0

∑
k

√
αke

−εe|α|+εe|α|−1
2−εkαk [(σp(s, x), ek(s))Y ∂puε,α(k) (s, x)+

1|α|=1g (s, x)−∇
(
P̃ε,α(k) (s, x) , ek(s)

)
Y

]ds, div uε,α = 0.

Moreover, uε(t) ∈ ∩ρ,q′Sρ,q′(H2
p ∩ H2

2), t ∈ [0, T ],u(t) = Γ(Cε)−1uε(t) and
uε(t) → u(t) as ε → 0 in S−1,−q(H2

p ∩H2
2), where q is a number in Lemma

3.

Proof. Let

L̃α = sup
t≤T

|uα(t)|2,p + sup
t≤T

|uα(t)|2,2,

L̃ε,α = sup
t≤T

|uε,α(t)|2,p + sup
t≤T

|uε,α(t)|2,2.

By Lemma 3, there is a number q > 2 such that

∑
α

(2N)−qαL̃2
α

α!
< ∞.
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For every ρ ≥ 0, q′ ≥ 0, there is a constant C0 = C0(ρ, q′) so that for any α,

(α!)ρ(2N)q′αe−εe|α| (2−εN
)α ≤ (|α|!)ρe−εe|α|2q′|α|Πi(iq

′
2−εi)αi

≤ (|α|!)ρe−εe|α|2q′|α|(
∑

i

iq
′
2−εi)|α| ≤ C0 < ∞.

So,
∑
α

(α!)ρ(2N)q′αL2
ε,α =

∑
α

(α!)ρ(2N)q′αe−εe|α| (2−εN
)α

L2
α

≤ C0(ρ + 1, q′ + q)
∑
α

(2N)−qαL2
α

α!

< ∞.

So, uε(t) ∈ ∩ρ,q′Sρ,q′(H2
p ∩H2

2), t ∈ [0, T ]. In particular,

E|uε(t)|22,2 ≤
∑
α

|uε,α(t)|22,2 < ∞, t ∈ [0, T ].

Therefore uε(t) is H2
2-valued square integrable process and (3.8), (3.9) follow

by Remark 7. Obviously, u(t) = Γ(Cε)−1uε(t). Also,

uε(t, x)− u(t, x) =
∑
α

uε,α(t, x)ξα −
∑
α

uα(t, x)ξα

=
∑
α

κε,|α|
(
2−εN

)α
uα(t, x)ξα −

∑
α

uα(t, x)ξα

=
∑
α

[1− κε,|α|
(
2−εN

)α
]uα(t, x)ξα,

and, obviously,

|uε(t)− u(t)|2S−1,−q(H2
p∩H2

2) ≤
∑
α

|1− κε,|α|
(
2−εN

)α |2 (2N)−qαL̃2
α

α!
→ 0

as ε → 0 by Lebesgue’s dominated convergence theorem. ¤

4. Non-anticipation and Markov Property, Independence of
Basis

In this Section we will show that a generalized D-H2
p ∩ H2

2-solution of
equation (3.1) has the following properties: it is adapted with respect to the
filtration (FW

t ) generated by the Wiener process Wt; it is independent of
the choice of the basis b, and it is a generalized Markov process.

4.1. Equivalent characterization of D-generalized solution. A more
convenient equivalent characterization of D-generalized solution to (1.2) is
based on an equivalent description of D(b). It allows to introduce the notion
of an adapted solution and extend D(b) to a space of test functions that is
independent of b ∈ B.
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4.1.1. Equivalent description of test function space. Often it is convenient
to use the exponents p(z), z ∈ Z, defined in Remark 1 to describe the test
function space D(b).

According to (2.9),

p(z) = p(ez) = p(z,b) =
∞∑

n=0

∑

|α|=n

zα

√
|α|!
α!

W (eα).

Recall that for |α| = n,

W (eα) =
∫ T

0

∫ sn

0
. . .

∫ s2

0
eα(s1, . . . , sn)dWs1 . . . dWsn ,

and ξα =
√
|α|!W (eα). Denote

pn(z) = pn(ez) =
∑

|α|=n

zα

√
α!

ξα

=
∫ T

0

∫ sn−1

0
. . .

∫ s2

0
ez(s1) . . . ez(sn)dWs1 . . . dWsn , n ≥ 2,(4.1)

p1(z) = p1(ez) =
∫ T

0
ez(s1)dWs1 , p0(z) = p0(ez) = 1.

Proposition 2. For b ∈B, let V =V(b) be the linear space of random vari-
ables that consists of all finite linear combinations of pn(z), z ∈ Z, n ≥ 0.
Then V(b) = D(b).

Proof. Obviously, V = V(b) ⊆ D = D(b). For α ∈ I, denote κ(α) =
max {k : αk 6= 0}. Fix N, n and α = (αk) ∈ I such that |α| = N, κ(α) = n.
Consider a finite dimensional Hilbert space

G =





∑

|α|=N,κ(α)≤n

vαξα : vα ∈ R



 .

with inner product

(
∑

a

vαξα,
∑

a

v′αξα)G =
∑
α

vαv′α.

Consider a vector subspace G̃ ⊆G generated by pN (z), z = (z1, . . . , zn, 0, . . .) ∈
Z. It is enough to show that G̃ = G. Indeed, the subspace G̃ is finite-
dimensional and obviously closed. Assume there is a vector

∑
α vαξα ∈ G

which is orthogonal to G̃. So, for all z = (z1, . . . , zn, 0, . . .) ∈ Z,

(
∑
α

vαξα, pN (z))G =
∑
α

vα
zα

√
α!

= 0

which implies that all vα = 0. Therefore G̃ = G.This completes the proof.
¤
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Due to Proposition 2, we can characterize convergence in D′ = D′(b) by
test functions of the form pm (z). Indeed, for z ∈ Z, v ∈ D, and m ≥ 0, we
have

(4.2) 〈pm (z) , v〉 =
∑

|α|=m

vα
zα

√
α!

.

Therefore we have the following necessary and sufficient condition:

Corollary 2. A sequence vn → v in D′ if and only if for all z ∈ Z and all
m ≥ 0

〈pm (z) , vn〉 → 〈pm (z) , v〉 .
4.1.2. Action of a Skorokhod integral on pM (z). Consider v(t) =

∑
α vα(t)ξα ∈

D′ (b; [0, T ], Y ) such that for all α, k,
∫ T

0
| (vα(s), ek(s))Y |ds < ∞.

Recall that the Skorokhod integral assigns to such v a generalized random
process

δt(v) =
∫ t

0
v(s)dWs = δ

(
v1[0,t]

)
=

∑
α

δt(v)αξα, 0 ≤ t ≤ T,

with

δt(v)α =
∑

k

√
αk

∫ t

0

(
vα(k)(s), ek(s)

)
Y

ds.

Remark 6. For pM (z) ∈ D(b), z ∈ Z,M ≥ 1,

〈pM (z) , δt(v)〉 =
∫ t

0
(〈pM−1 (z) , v(s)〉 , ez(s))Y ds.

Indeed,

〈pM (z) , δt(v)〉 =
∑

|α|=M

δt(v)α
zα

√
α!

=
∑

|α|=M

∑

k

√
αk

∫ t

0

(
vα(k)(s), ek(s)

)
Y

ds
zα

√
α!

=
∑

k

∑

|α|=M

∫ t

0

(
vα(k)(s), ek(s)

)
Y

zα(k)zk√
α(k)!

ds

=
∑

k

∫ t

0
(〈pM−1 (z) , v(s)〉 , ek(s))Y zkds

=
∫ t

0
(〈pM−1 (z) , v(s)〉 , ez(s))Y ds.
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4.1.3. Action of a Wick product on pM (z). Recall that for a Hilbert space
E and arbitrary v =

∑
α vαξα and u =

∑
α uαξα in D′(b, E), we define

v♦u =
∑
α

∑

β≤α

(uβ, vα−β)E

√
α!

β!(α− β)!
ξα ∈ D′(b,R).

In particular,

ξα♦ξβ = ξα+β

√
(α + β)!

β!α!
.

The following statement holds.

Lemma 4. For a Hilbert space E, arbitrary elements v =
∑

α vαξα and
u =

∑
α uαξα from D′(b, E), and z ∈ Z,M ≥ 0,

〈pM (z), v♦u〉 =
∑

K+L=M

〈pK(z), v〉 〈pL(z), u〉 ;

In particular,
〈1, v♦u〉 = (〈1, v〉 , 〈1, u〉)E

(the expected value of v♦u is the product of expected values).

Proof. According to (4.2),

〈pM (z), v♦u〉 =
∑

|α|=M

(v♦u)α√
α!

zα

=
∑

|α|=M

∑

β≤α

(uβ, vα−β)E

√
1

β!(α− β)!
zα

=
∑

|α|=M

∑

β≤α

(
zβ

√
β!

uβ,
zα−β

√
(α− β)!

vα−β)E

=


 ∑

K+L=M

∑

|β|=K

zβ

√
β!

uβ,
∑

|γ|=L

zγ

√
γ!

uγ




E

= (〈p(z), v〉 , 〈p(z), u〉)E .

¤
4.1.4. An equivalent characterization of the solution. Now, we will charac-
terize the solution of equation (3.1) by its action on test functions pM (z), z ∈
Z,M ≥ 0. The following statement holds.

Proposition 3. Assume A1-A3 hold, p ≥ 2,w =
∑

α wαξα ∈ D′(b,H2
p) and

u(t) =
∑

α uα(t)ξα ∈ D′([r, T ],b,H2
p).Then u(t) is D-H2

p solution of (3.1) in
[r, T ] if and only if for all z ∈ Z and M ≥ 0,

uM,z(t, x) = 〈u(t, x), pM (z)〉 =
∑

|α|=M

uα(t, x)zα

√
α!
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is an H2
p-solution of equation

(4.3)
uM,z (t, x) = wM,z(x) +

∫ t
r [∂i

(
a ij (s, x) ∂juM,z (s, x)

)
+

bi(s, x)∂iuM,z(s, x)−∑
K+L=M uk,K,,z (s, x) ∂kuL,z(s, x)+

∇PM,z (s, x) + 1M=0f (s, x)]ds +
∫ t
r [(σp(s, x), ez(s))Y ∂puM−1,z(s, x)+

1M=1(g (s, x) , ez(s))Y −∇
(
P̃M,z (s, x) , ez(s)

)
Y

]ds, div uM,z = 0,

where M ≥ 0, wM,z(x) = 〈w(x), pM (z)〉 =
∑
|α|=M wα(x)zα/

√
α!, and

u−1,z(t, x) = 0.
If M ≥ 1, equation (4.3) is Stokes equation; if M = 0, it is Navier-Stokes

equation.

Proof. If u(t) =
∑

α uα(t)ξα ∈ D′([r, T ], b,H2
p) is a D-H2

p solution, then we
obtain (4.3) by multiplying both sides of (3.4) by zα/

√
α! and adding. On the

other hand, uα(t, x) = ∂α
z uM,z(t, x) and if (4.3) holds, then using Proposition

4.7 in [17] and differentiating (4.3) in z we obtain (3.4) by induction. The
statement follows by Lemma 1. ¤

4.2. Adapted and independent of basis generalized processes. De-
note L∞ ([0, T ] , Y ) the space of measurable Y -valued bounded functions on
[0, T ]. For h ∈ L∞ ([0, T ] , Y ) ,M ≥ 0, we denote

pM,t(h) =
∫ t

0

∫ sM

0
. . .

∫ s2

0
h(s1) . . . h(sM )dWs1 . . . dWsM , 0 ≤ t ≤ T.

By (4.1), pM (z) = pM (ez) = pM,T (ez), z ∈ Z.

Lemma 5. (i) If {mk, k ≥ 1} is a CONS in L2 (0, T ) , and {`k, k ≥ 1} is a
CONS in Y ,h ∈ L∞ ([0, T ] , Y ), then for each n, n′ ≥ 1, there is z ∈ Z such
that

hn,n′(t) =
n′∑

i=1

n∑

k=1

∫ T

0
(h(s), `k)mi(s)ds`kmi(t) = ez(t),

0 ≤ t ≤ T . Obviously, pM,T (hn,n′) ∈ D(b), b = {ek = mik`jk
, k ≥ 1} ,

hn,n′ → h in L2([0, T ], Y ),

pM,T (hn,n′) → pM,T (h) in L2(Ω,P),

as n, n′ →∞.
(ii) Assume (mi) is trigonometric basis or unconditional Lp ([0, T ])-basis

(for example, Haar basis, see [15]), h ∈ L∞([0, T ], Y ). Then there is a
sequence z(n) ∈ Z such that ez(n) → h in Lp ([0, T ], Y ) for all p ≥ 2, as
n →∞.
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Proof. We prove the second part of the statement. Let

hn(s) =
n∑

k=1

(h(s), `k)Y `k, n ≥ 1.

Then |hn(s)|Y ≤ |h(s)|Y and for all p ≥ 2,
∫ T

0
|hn(s)− h(s)|pY ds → 0

as n → ∞. If (mi) is trigonometric basis or unconditional Lp ([0, T ])-basis
(for example, Haar basis), then for each n

∫ T

0
|hn,n′(s)− hn(s)|pds → 0

as n′ → ∞. So, there is a subsequence ln such that
∫ T

0
|hn,ln(s)− h(s)|pds → 0

as n →∞, and 2. follows according to part 1. of this remark. ¤
Let T be the space of all linear combinations of pM,T (h), h ∈ L∞([0, T ], Y ),

M ≥ 0. Obviously, ∪b∈BD(b) ⊆ T , and T does not depend on any particular
b ∈ B.

We say that hn → h in L∞([0, T ], Y ) if hn → h in Lp([0, T ], Y ) for all
p ≥ 2. Denote T ′(b) = T ′(b,E) the set of all v ∈ D′(b, E) such that for
each h ∈ L∞([0, T ], Y ) and any sequence ez(n) → h in L∞([0, T ], Y ), the
limit limn→∞ 〈pM,T (z(n)) , v〉 exists for all M ≥ 0, and does not depend on
a particular sequence z(n) such that ez(n) → h in L∞([0, T ], Y ). We define

〈pM,T (h) , v〉 = lim
n→∞ 〈pM (z(n)) , v〉 .

Let T ′(b; [0, T ]) = T ′(b; [0, T ], E) be the space of all v ∈ D′(b; [0, T ], E)
such that v(t) ∈ T ′(b,E), 0 ≤ t ≤ T.

Definition 5. a) If we have two different CONS b = {ek : k ≥ 1},b′= {e′k : k ≥ 1}
and v ∈ T ′(b), u ∈ T ′(b′), then we say v = u, if for all h ∈ L∞([0, T ], Y ),
M ≥ 0,

(4.4) 〈pM,T (h) , v〉 = 〈pM,T (h) , u〉 .
Let T ′ = T ′(E) = ∪b∈BT ′ (b,E) be factorized by the equivalence relation
(4.4). If u ∈ T ′(E) we say that u is a generalized E-valued random variable.
We denote T ′([0, T ]) = T ′([0, T ], E) = ∪b∈BT ′ (b;[0, T ],E) factorized by the
equivalence relation

〈pM,T (h) , v(t)〉 = 〈pM,T (h) , u(t)〉 , 0 ≤ t ≤ T.

If u ∈ T ′([0, T ], E), we say u is a generalized E-valued stochastic process.
b) If v ∈ D′(b; [0, T ], E),b = {ek : k ≥ 1} ∈ B, we say u ∈ T ′([0, T ], E) is

an extension of v, if for every z ∈ Z,M ≥ 0,

〈pM,T (ez) , v(t)〉 = 〈pM,T (ez) , u(t)〉 , 0 ≤ t ≤ T,
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where ez =
∑

k zkek.

Now, we introduce the notion of an adapted generalized process. Let
FW

t = σ (Ws, s ≤ t) , 0 ≤ t ≤ T, FW =
(FW

t

)
. We say v ∈ T ′(b; [0, T ], E)

is F-adapted if for each h ∈ L∞ ([0, T ] , Y ) , M ≥ 0, and t ≤ T,

〈pM,T (h), v(t)〉 = 〈pM,t(h), v(t)〉 .
Example 2. Let Wt be a cylindrical Wiener process in a Hilbert space Y
and Ẇt = d

dtWt. Then (see Example 1 as well) Wt and Ẇt are generalized
Y -valued adapted stochastic processes. For any h ∈ L∞([0, T ] , Y ),

〈Wt, pM,T (h)〉 =
∫ t

0
h(s)ds = 〈Wt, pM,t(h)〉 ,

〈
Ẇt, pM,T (h)

〉
= h(t) =

〈
Ẇt, pM,t(h)

〉

if M = 1, and
〈
Wt, p

M
T (h)

〉
=

〈
Ẇt, p

M
T (h)

〉
= 0 otherwise.

4.3. Independence of basis, non-anticipating and Markov property
of the solution. Proposition 3 suggests the following definition of a gen-
eralized solution to (3.1).

Definition 6. Given w =
∑

α wαξα ∈ T ′(b,H2
p), T ≥ r, a generalized pro-

cess u(t) =
∑

α uα(t)ξα ∈ T ′([r, T ], b,H2
p) is called H2

p-solution of equa-
tion (3.1) in [r, T ], if for each h ∈ L∞([0, T ], Y ),M ≥ 0, the function
uM,h(t, x) = 〈pM,T (h),u(t, x)〉 is an H2

p-solution in [r, T ] of Stokes (M ≥ 1)
or Navier-Stokes (M = 0) equation
(4.5)

uM,h (t, x) = wM,h(x) +
∫ t
r [∂i

(
a ij (s, x) ∂juM,h (s, x)

)
+

bi(s, x)∂iuM,h(s, x)−∑
K+L=M uk,K,,h (s, x) ∂kuL,h(s, x)+

∇PM,h (s, x) + 1M=0f (s, x)]ds +
∫ t
r [(σp(s, x), h(s))Y ∂puM−1,h(s, x)+

1M=1(g (s, x) , h(s))Y −∇
(
P̃M,h (s, x) , h(s)

)
Y

]ds, div uM,h = 0,

where M ≥ 0, wM,h(x) = 〈pM,T (h),w(x)〉, and u−1,h(t, x) = 0.

Obviously, a generalized solution is a D-solution. Now we are in a position
to prove the main result:

Theorem 2. Assume that A1-A3 hold, p > d. Then for each T < T1 there
is a unique H2

p ∩ H2
2-solution of (3.1) in [0, T ]. Moreover, the solution is

FW =
(FW

t

)
-adapted and it extends all D(b)-solutions, b ∈ B.

Proof. Fix T < T1 and choose a special CONS {mk, k ≥ 1} in L2 (0, T ) such
that for each h ∈ L∞([0, T ], Y ) there is a sequence z(N) ∈ Z (see Lemma 5)
for which ez(N) → h in Lp ([0, T ], Y ) , for all p ≥ 2, as N →∞ (for example,
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(mk) is trigonometric basis or unconditional Lp ([0, T ])-basis (Haar basis),
see [15]). According to Lemma 2, there is a unique D-H2

p ∩ H2
2-solution

u(t, x) =
∑

α uα(t, x)ξα of (3.1) in [0, T ]. The coefficient functions uα(t, x)
satisfy (3.4) and by Proposition 3, (4.3) holds for all M ≥ 0, z ∈ Z. Fix
h ∈ L∞([0, T ], Y ) and consider an arbitrary ez(N) → h in Lp ([0, T ], Y ) , for
all p ≥ 2, as N →∞.

Then for

uM,z(N)(t, x) = 〈u(t, x), pM (z(N))〉 =
∑

|α|=M

uα(t, x)z(N)α/
√

α!,

we have
uM,z(N) (t, x) = wM,z(N)(x) +

∫ t
r [∂i

(
a ij (s, x) ∂juM,z(N) (s, x)

)
+

bi(s, x)∂iuM,z(N)(s, x)−+
∑

K+L=M uk,K,,z(N) (s, x) ∂kuL,z(N)(s, x)+

∇PM,z(N) (s, x) + 1M=0f (s, x)]ds+

∫ t
r [

(
σp(s, x), ez(N)(s)

)
Y

∂puM−1,z(N)(s, x) + 1M=1(g (s, x) , ez(N)(s))Y−

∇
(
P̃M,z (s, x) , ez(N)(s)

)
Y

]ds, div uM,z(N) = 0.

By induction in M , Theorem 3 in [18] and Proposition 4.7 in [17], there is
a unique H2

p ∩H2
p-solution uM (t, x) of equation

uM (t, x) = wM,h(x) +
∫ t
r [∂i

(
a ij (s, x) ∂juM (s, x)

)
+ bi(s, x)∂iuM (s, x)−

+
∑

K+L=M uk,K (s, x) ∂kuL(s, x) +∇PM (s, x) + 1M=0f (s, x)]ds+

+
∫ t
r [(σp(s, x), h(s))Y ∂puM−1(s, x) + 1M=1(g (s, x) , h(s))Y

−∇
(
P̃M (s, x) , h(s)

)
Y

]ds, div uM = 0,

where u−1(t, x) = 0.
According to Proposition 4.7 in [17],

sup
t≤T

|uM,z(N)(t)− uM (t)|l2,l +
∫ T

r
|∂2uM,z(N)(t)− ∂2uM (t)|l1,ldt

≤ C[
∫ T

r
|

∑

K+L=M,
1≤K,L≤M−1

(uk,K,,z(N) (s) ∂kuL,z(N)(s)− uk,K (s) ∂kuL(s)|l1,lds

+
∫ T

0
| (σp(s), h(s))Y ∂puM−1,z(N)(s)− (

σp(s), ez(N)(s)
)
Y

∂puM−1(s)|l1,lds

+ 1M=0

∫ T

r
|(g (s) , h(s))Y − (g (s) , ez(N)(s))Y |l1,lds].
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Using induction in M and embedding theorems we obtain that

sup
t≤T

|uM,z(N)(t)− uM (t)|l2,l +
∫ T

r
|∂2uM,z(N)(t)− ∂2uM (t)|l1,ldt → 0

as N → ∞ for M ≥ 0. Since h ∈ L∞([0, T ], Y ) is arbitrary, u(t) =∑
α uα(t)ξα ∈ T ′([0, T ],b,H2

p) is H2
p-solution of equation (3.1) in [0, T ], and

uM,h(t, x) = 〈pM,T (h),u(t, x)〉 , h ∈ L∞([0, T ], Y )

satisfies (4.5). Since for each CONS b′ = (e′k) ∈ B any linear combination
of e′k belongs to L∞([0, T ], Y ), the generalized solution u(t) extends any
D-solution.

Now we will prove that the unique generalized H2
p∩H2

2-solution of (3.1) in
[0, T ] is FW -adapted. We fix t∗ ∈ (0, T ), r ≤ t∗ and consider a special basis
m̄i(t) in L2((0, T )) so that each m̄i is supported either in [0, t∗] or in [t∗, T ]
and such that for each h ∈ L∞([0, T ], Y ) there is a sequence z(N) ∈ Z (see
Lemma 5) for which ez(N) → h in Lp ([0, T ], Y ) , for all p ≥ 2, as N → ∞
(for example, (m̄k) is a combination of two trigonometric or unconditional
Lp ([0, T ])-basis (Haar basis) on (0, t∗) and (t∗, T )). Denote by ξ̄α, α ∈ J ,
the corresponding orthonormal basis in L2(FW

T ). Then

u(t) =
∑
α

ūα(t)ξ̄α

(with ūα(t) satisfying the system (3.4)) is a generalized H2
p ∩H2

2-solution of
(3.1) in [0, T ].

Let J ′ ={α ∈ J : α has a non zero component corresponding to m̄k

whose support is in (t∗, T )}. It follows by induction on |α| = n that for
t ∈ (0, t∗), ūα(t) = 0 if α ∈ J ′. As a result,

u(t) =
∑

α∈J
ūα(t)ξ̄α =

∑

α/∈J ′
ūα(t)ξ̄α, t ∈ [r, t∗].

Obviously, ξ̄α are FW
t∗ -measurable for α /∈ J ′. Also, for any z ∈ Z,M ≥ 0,

pM (z) =
∑
α

zα

√
α!

ξ̄α

and for t ≤ t∗,

〈pM (z),u(t)〉 =
∑

α/∈J ′
ūα(t)

zα

√
α!

= 〈pM,t∗(z),u(t)〉

=
〈
pM (ez1(0,t∗)),u(t)

〉

(note that ez =
∑

k zkek, ez1(0,t∗) =
∑

k/∈G zkek, where G is the set of all k
such that m̄jk

in ek = m̄jk
ljk

has its support in (t∗, T )). ¤

The solution above has the restarting property as well. By the same
arguments as in Corollary 1 we have
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Corollary 3. Let w =
∑

α wαξα ∈ T ′(b,H2
2 ∩H2

2),

|wα|1,p + |wα|1,2 < ∞ for all |α| ≥ 1,

|w0|1,2p + |w0|1,2 < ∞.

Assume that A1-A3 hold, p > d. Let ur,w(t) be H2
p ∩H2

2-solution to (3.1)in
[r, T ], T < T1, and r ≤ r′ ≤ t ≤ T. Then

(4.6) ur,w(t) = ur′,u(r′)(t).

Corollary 4. (Markov Property) Assume that the assumptions of Corollary
3 hold true, and, in addition, w is FW

r −measurable, then ur,w(t) is (FW
t )-

adapted. This together with (4.6) can be interpreted as Markov property.

5. Appendix I. Quantization and second quantization of Wiener
Chaos

Consider a generalized random variable u =
∑

α uαξα =
∑

α uα

√
|α|!W (eα) ∈

D′(b),b = {ek, k ≥ 1} ∈ B, where

W (eα) =
∫ T

0

∫ sn

0
. . .

∫ s2

0
eα(s1, . . . , sn)dWs1 . . . dWsn ,

and n = |α|. Since

eα =
∑

σ∈Pn

ekσ(1)
⊗ . . . ekσ(n)

/
√

α!|α|!,

(Pn is the permutation group of the set {1, . . . , n}) is a CONS of the sym-
metric part H⊗̂n of H⊗n (recall H = L2(0, T ])× Y ), we can interpret

u =
∑
α

uαξα =
∑
α

uα

√
|α|!W (eα)

as a result of the noise W acting on

û =
∑
α

uα

√
|α|!eα ∈ H =

∞∑

n=0

H⊗̂n

(here H⊗̂0 = R):
W (û) =

∑
α

uα

√
|α|!W (eα).

Let A = (An)n≥0. be a self-adjoint positive operator on H (see above) such
that Aneα = λ (α) eα, where |α| = n and λ (α), α ∈ I, are positive numbers.

Definition 7. Quantization operator Γ(A) : D′(b) → D′(b) is defined by

Γ(A)u = Γ(A)W (û) = W (Aû) =
∑
α

uα

√
|α|!W (Aeα)

=
∑
α

uα

√
α!λ(α)W (eα) =

∑
α

uαλ(α)ξα.
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Since λ(α) > 0, we can define

Γ(A)−1u = Γ(A−1)u =
∑
α

uαλ(α)−1ξα.

Example 3. 1. (second quantization in space-time) Consider a self-adjoint
positive operator B on H such that Bek = λkek. Let A = (B⊗n). Then

Aeα = B⊗neα = λαeα, |α| = n,

where λ = (λk) and λα = Πkλ
αk
k . We have

Γ(A)u =
∑
α

uαλαξα.

2. (second quantization in space) Consider a self-adjoint positive operator
B on Y such that the sequence of its eigenvectors (`p)p≥1 (B`p = λp`p, λp >

0) is a CONS in Y . Let b = {ek, k ≥ 1} , where ek(s) = mik(s)`jk
. We

extend B to H by

Bek = B(mik`jk
) = mikB`jk

= λjk
ek

and quantize in space-time using A = (B⊗n). For u =
∑

α uαξα we have

Γ(A)u =
∑
α

uαλαξα,

where λα = Πkλ
αk
jk

.
3. Consider a self-adjoint positive operator B on H such that Bek = λkek

and a sequence of positive numbers qn. Let A =
∑∞

n=0 qnB⊗n. Then

Aeα = qnB⊗neα = qnλαeα, |α| = n,

where λ = (λk) and λα = Πkλ
αk
k . We have

Γ(A)u =
∞∑

n=0

qn

∑

|α|=n

uαλαξα.

For the Wick product we have the following obvious statement.

Remark 7. 1. Assume A = (An) is a self-adjoint positive operator on
H such that Aeα = Aneα = λ(α)eα, |α| = n and λ(α),α ∈ I, are positive
numbers, u, v ∈ S(b). Then, denoting Γ(A)u = uA, Γ(A)v = vA, we have

Γ(A)(u♦v) = Γ(A)
(
Γ(A)−1uA♦Γ(A)−1vA

)

=
∑
α

cαξα,

where

cα =
∑

β≤α

λ(α)
λ(β)λ(α− β)

uA
β vA

α−β

√
α!

β!(α− β)!
.
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In particular, if Γ(A) is the second quantization in space-time, then

λ(α)
λ(β)λ(α− β)

=
λα

λβλα−β
= 1

and
Γ(A)(u♦v) = uA♦vA.

2. For the Skorokhod stochastic integral, we have

Γ(A) (δ(u)) = Γ(A)
∫ T

0
us♦Ẇsds

=
∫ T

0
Γ(A)

(
Γ(A)−1uA

s ♦Γ(A)−1ẆA
s

)
ds

=
∫ T

0
Γ(A)

(
Γ(A)−1uA

s ♦Ws

)
ds;

for the coefficients

(Γ(A)δ(u))α =
∑

k

∫ T

0
(uA

α(k)(t), λ(εk)ek(t))Y dt
√

αk
λ(α)

λ(α(k))λ(εk)
ξα

=
∑

k

∫ T

0
(uA

α(k)(t), ek(t))Y dt
√

αk
λ(α)

λ(α(k))
ξα.

Also,
(
Γ(A)(u(t)♦Ẇt)

)
α

=
∑

k

(vA
α(k)(t), ek(t))Y

√
αk

λ(α)
λ(α(k))

ξα.

Indeed,

Γ(A)vt♦Ẇt =
∑
α

∑

k

(vα(k)(t), ek(t))Y
√

αkλ(α)ξα

=
∑
α

∑

k

(λ(α(k))vα(k)(t), λ(εk)ek(t))Y
√

αk
λ(α)

λ(α(k))λ(εk)
ξα.

6. Appendix II. Derivation of quantized Navier-Stokes
equation

To simplify discussion, we will consider a velocity field which depends
only on one standard Gaussian random variable η ∼ N (0, 1) , rather than
a trajectory of the Wiener process Wt. An interested reader would have
little difficulties extending the arguments below to the setting with Wiener
process.

Consider a velocity field

u (t, x) =
∞∑

h=0

un (t, x) ξn (η) .
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Note that in our setting the Cameron-Martin expansion (see Theorem 1) is
indexed by integers rather than multi-indexes. Assume that for every n, un

is analytic in x in that it could be written as

un (t, x) =
∑

γ∈Nd

cn,γ (t) xγ .

Let Z = (Z1, . . . , Zd) be a Fη-measurable. Then by substituting Z into u
we get

(6.1) u (t, Z) :=
∑
n

(∑
γ

cn,γ (t) Zγ

)
ξn (η) .

Now, let us introduce the Wick-powers of Z :

Z♦γ := Z♦γ1
1 ♦...♦Zγd

d , γ = (γ1, . . . , γd) ∈ Nd.

Next we will replace the standard algebra in (6.1) by the Wick algebra:

u♦
n (t, Z) :=

∑
γ

cn,γ (t) Z♦γ

Consider now the following random field

u♦ (t, Z) :=
∑

n≥0

u♦
n (t, Z)♦ξn (η)

Remark 8. Note that Wick algebra on nonrandom elements reduces to the
standard deterministic algebra.

Let Xt = (X1
t , . . . , Xd

t ) be a solution of the following dynamic equation

Ẋt = u♦ (t,Xt) .

Then by the Wick chain rule
..
Xt =

d

dt
u♦ (t, Xt) = ∂tu♦ (t,Xt) +∇u♦ (t,Xt) ♦Ẋt,

= ∂tu♦ (t,Xt) + u♦ (t,Xt)∇♦u♦ (t,Xt) .

If F = F(t, x) is an acting force, this yields quantized (Wick) Euler equation

∂tu♦ (t, x) = −u♦ (t, x)∇♦u♦ (t, x) + F (t, x)

If there is no randomness, due to Remark 8, this equation reduces to the
standard Euler equation:

∂tu (t, x) = −u (t, x)∇u (t, x) + F (t, x) .

Now, by taking F = ∆u − ∇P, where P stands for pressure, we get the
quantized Navier-Stokes equation

∂tu♦ (t, x) = ∆u− u♦ (t, x)∇♦u♦ (t, x)−∇P + F (t, x) .
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