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Abstract. Assume that E is an martingale type p Banach space with q-th, q ≥ p, power of the

norm is of C2-class. We consider the stochastic convolution

u(t) =

∫ t

0

∫
Z

S(t − s)ξ(s, z)Ñ(ds, dz),

where S is a C0-semigroup of contractions on E and Ñ is a compensated Poisson random measure.
We derive a maximal inequality for a càdlàg modification ũ of u

E sup
0≤s≤t

|ũ(s)|q
′

E ≤ C E
(∫ t

0

∫
Z
|ξ(s, z)|pEN(ds, dz)

) q′
p

,

for every 0 < q′ < ∞ and some constant C > 0. Stochastic convolution and martingale type p
Banach space and Poisson random measure

1. Introduction

The maximal inequality for stochastic convolutions of a contraction C0-semigroup and right

continuous martingales in Hilbert spaces was studied by Ichikawa [10], see also Tubaro [15], for more

details see [14]). A submartingale type inequality for the stochastic convolutions of a contraction

C0-semigroup and square integrable martingales, also in Hilbert spaces, were obtained by Kotelenez

[12]. Kotelenez also proved the existence of a càdlàg version of the stochastic convolution processes

for square integrable càdlàg martingales. In the paper by Brzeźniak and Peszat [4], the authors

established a maximal inequality in a certain class of Banach spaces for stochastic convolution

processes driven by a Wiener process. It is of interest to know whether the maximal inequality holds

also for pure jump processes. Here we extend the results from [4] to the case where the stochastic

convolution is driven by a compensated Poisson random measure. We work in the framework of

stochastic integrals and convolutions driven by a compensated Poisson random measures recently

introduced by the first two named authours in [3].

Let us now briefly present the content of the paper. In the first section, i.e. section 2 we

set up notation and terminology and then summarize without proofs some of the standard facts

on stochastic integrals with values in martingale type p, p ∈ (1, 2], Banach spaces, driven by

compensated Poisson random measures. In the following section 3, we proceed with the study of

stochastic convolution process (u(t))0≤t≤T driven by a compensated Poisson random measure Ñ

which is defined by the following formula

u(t) =
∫ t

0

∫
Z

S(t − s)ξ(s, z)Ñ(ds, dz), t ∈ [0, T ],(1.1)
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where S(t), t ≥ 0 is a contraction C0-semigroup on a martingale type p, p ∈ (1, 2], Banach space E.

In particular, we show that there exists a predictable version of this stochastic convolution process

u. Under some suitable assumptions we show that the process u is a unique strong solution to the

following stochastic evolution equation

du(t) = Au(t)dt +
∫

Z

ξ(t, z)Ñ(dt, dz), t ∈ [0, T ],

u(0) = 0,

(1.2)

where A is the infinitesimal generator of the contraction C0- semigroup S(t), t ≥ 0. In the last

section 4 we present our main results. In particular, the maximal inequalities are stated and proved

when the q-th power, for some q, of some equivalent norm on E is of C2 class. We first show these

inequalities for the exponent q′ ≥ q. Then we adapt some ideas from the paper of Ichikawa [10], see

the proof of Theorem 1, and extend the maximal inequalities to the case of any q′ in (0,∞). Thus,

roughly speaking, we show that the process u has an E-valued càdlàg modification ũ which satisfies

the following maximal inequality, see Theorems 4.4 and 4.5,

E sup
0≤s≤t

|ũ(s)|q
′

E ≤ C E
(∫ t

0

∫
Z

|ξ(s, z)|pEN(ds, dz)
)q′

p

, t ∈ [0, T ].(1.3)

In the last part of section 4 we formulate and prove a different version of the maximal inequality.

Remark 1.1. It is possible to derive inequality (1.1) by the same method as it has been applied to

get inequality (4) in [8] whose authours used Szekőfalvi-Nagy’s Theorem on unitary dilations. The

latter result has recently been generalized to Banach space of finite cotype by Fröhlich and Weis

[6]. However, this method works only analytic semigroups of contraction type. The results from the

current paper are valid for all C0 semigroups of contraction type. To be more precise, assuming the

setting before and the additional assumption that A generates an analytic semigroup, by nearly the

same lines as in [8] it would follow

E sup
0≤s≤t

|ũ(s)|q
′

E ≤ C E
(∫ t

0

∫
Z

|ξ(s, z)|pEN(ds, dz)
)q′

p

.

2. Stochastic integral

Let (Ω,F , F = (Ft)t≥0, P) be a filtered probability space satisfying the usual hypothesis. Let

(S,S) be a measurable space. Let N = {0, 1, 2, · · · } and N̄ = N∪{∞}. Let MN̄(S) denote the space

of all N̄-valued measures on (S,S). Let B(MN̄(S)) be the smallest σ-field on MN̄(S) with respect to

which all the mapping iB : MN̄(S) ∋ µ 7→ µ(B) ∈ N̄, B ∈ S are measurable.

Definition 2.1. A Poisson random measure on (S,S) over (Ω,F , F, P) is a map N such that the

family {N(B) : B ∈ S} of random variables defined by N(B) := iB ◦ N : Ω → N̄ satisfies the

following conditions

(1) for any B ∈ S, N(B) is a random variable with Poisson distribution, i.e.

P(N(B) = n) = e−η(B) η(B)n

n!
, n = 0, 1, 2, · · · ,

with η(B) = E(N(B)).
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(2) (independently scattered property) for any pairwise disjoint sets B1, · · · , Bn ∈ S, the random

variables

N(B1), · · · , N(Bn)

are independent.

Let (Z,Z) be a measurable space. A point function on (Z,Z) is a mapping α : D(α) ⊂ (0,∞) →
Z, where the domain D(α) is a countable subset of (0,∞). Let Πα be the set of all point functions

on Z. Let Q be the σ-field on Πα generated by all mappings α 7→ ♯{s ∈ (0, t] ∩ D(α) : α(s) ∈ A},
A ∈ Z, t > 0.

Definition 2.2. We call a function π : Ω → Πα a point process on Z if it is F/Q-measurable. A

point process π is said to be stationary if for every t > 0, π and θtπ have the same probability law,

where (θtπ)(s) = π(s+ t), D(θtπ) = {s ∈ (0,∞) : s+ t ∈ D(π)}. For each point process π, we define

a counting measure Nπ by

Nπ(t, A) := ♯{s ∈ (0, t] ∩ D(π) : π(s) ∈ A}, A ∈ Z, t ≥ 0.

A point process π is called a Poisson point process if the counting measure Nπ is a Poisson random

measure. Moreover, a Poisson point process is σ-finite if there exists a sequence {Dn}n∈N ⊂ Z of

increasing sets such that ∪nDn = Z and ENπ(t,Dn) < ∞ for all 0 < t ≤ T and n ∈ N. A Poisson

point process is stationary if and only if there exists a nonnegative σ-finite measure on (Z,Z) such

that

ENπ(t, A) = tν(A), t ≥ 0, A ∈ Z.

From now on, we suppose that π is a σ-finite stationary Poisson point process. For simplicity

of notation, we write N instead of Nπ. We employ the notation Ñ(t, A) = N(t, A) − tν(A), t ≥ 0,

A ∈ Z to denote the compensated Poisson random measure associated with the Poisson point

process π. Let E be a real separable Banach space of martingale type p, 1 < p ≤ 2. That is

there is a constant Kp(E) > 0 such that for all E-valued discrete martingale {Mn}N
n=0 the following

inequality holds

sup
n

E|Mn|p ≤ Kp(E)
N∑

n=0

E|Mn − Mn−1|p

where we set M−1 = 0 as usual. Note that all Lq spaces, q ≥ p > 1 are of martingale type p.

Definition 2.3. Let us fix 0 < T < ∞. Let P denote the σ-field on [0, T ] × Ω generated by all

left-continuous and Ft-adapted processes.

Let P̂ denote the σ-field on [0, T ] × Ω × Z generated all functions g : [0, T ] × Ω × Z → E satisfying

the following properties

(1) for every 0 ≤ t ≤ T , the mapping (ω, z) 7→ g(t, ω, z) is Z ⊗ Ft/B(E)-measurable,

(2) for every (ω, z), the path t 7→ g(t, ω, z) is left-continuous.

We say that an E-valued process g = (g(t))0≤t≤T is predictable if the mapping [0, T ]×Ω ∋ (t, ω) 7→
g(t, ω) ∈ E is P/B(E)-measurable.

We say that a function f : [0, T ]×Ω×Z → E is F-predictable if the mapping is P̂/B(E)-measurable.
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Proposition 2.4. P̂ = P ⊗Z. Furthermore they are both equal to the σ-field generated by a family

R̂ defined by

R̂ = {{0} × F × B,F ∈ F0, B ∈ Z} ∪ {(s, t] × F × B, F ∈ Fs, B ∈ Z, 0 ≤ s < t ≤ T}.

Moreover, the family R̂ is a semiring.

Let Mp([0, T ] × Ω × Z, P̂, λ × P × ν;E) denote the linear space of all F-predictable functions

f : [0, T ] × Ω × Z → E such that ∫ T

0

∫
Z

E|f(t, z)|pEν(dz)dt < ∞.

In this section, we shall define for all functions f in the class Mp([0, T ] × Ω × Z, P̂, λ × P × ν;E)

the integral ∫ T

0

∫
Z

f(t, z)Ñ(dt, dz),

which we shall call the stochastic integral with respect to a compensated Poisson random measure.

Definition 2.5. A function f : [0, T ] × Ω × Z → E is a step function if there is a finite sequence

of numbers 0 = t0 < t1 < · · · < tn = T and disjoint sets Ak
j−1, j = 1, · · · , n, k = 1, · · · ,m, in Z

with ν(Ak
j−1) < ∞ such that

f(t, ω, z) =
n∑

j=1

m∑
k=1

ξk
j−1(ω)1(tj−1,tj ](t)1Ak

j−1
(z),(2.1)

where ξk
j−1 is an E-valued p-integrable Ftj−1-measurable random variable, j = 1, · · · , n and k =

1, · · · ,m. The class of all such step functions belonging to Mp([0, T ]×Ω×Z, P̂, λ× P × ν; E) will

be denoted by Mp
step([0, T ] × Ω ×Z; E).

Notice that a function of the form 1{0}(t)ξ(t, ω) with ξ ∈ Mp([0, T ]×Ω×Z, P̂ ⊗Z, λ×P× ν;E)

is equivalent to the identically zero process with respect to the measure λ × P × ν, so it has zero

stochastic integral. Therefore, the inclusion or exclusion of the origin in the definition of step

function is irrelevant.

Definition 2.6. The stochastic integral of a step function f in Mp
step([0, T ]×Ω×Z; E) of the form

(2.1) with respect to Ñ is defined by, for 0 < t ≤ T ,

It(f) :=
n∑

j=1

m∑
k=1

ξk
j−1(ω)Ñ((tj−1 ∧ t, tj ∧ t] × Ak

j−1).

Note that, for every f ∈ Mp
step([0, T ] × Ω × Z; E), It(f) does not depend on the representation

(2.1) of the step function f and the process It(f), 0 ≤ t ≤ T is a càdlàg martingale with mean 0.

Moreover, It(f) is linear with respect to f and satisfies the following inequality

E |It(f)|pE ≤ CE
∫ t

0

∫
Z

|f(s, z)|pEν(dz) ds,(2.2)

where C, which is independent of the function f , is the same constant as the one in the martingale

type p property of the space E. Let us now extend the definition of stochastic integral to all
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functions f in Mp([0, T ] × Ω × Z, P̂, λ × P × ν;E). Take f ∈ Mp([0, T ] × Ω × Z, P̂, λ × P × ν; E).

Then we can show that there exists a sequence fn ∈ Mp
step([0, T ] × Ω ×Z; E) such that

E
∫ T

0

∫
S

∥f(t, ω, z) − fn(t, ω, z)∥p
Eν(dz)dt → 0, as n → ∞.

It follows from (2.2) that

E |IT (fn) − IT (fm)|pE ≤ CE
∫ t

0

∫
Z

|fn(s, z) − fm(s, z)|pEν(dz) ds → 0,

as n, m → ∞. In other words, {IT (fn)}∞n=1 is a Cauchy sequence in Lp(Ω, E,FT ). Thus the

sequence {IT (fn)}∞n=1 of random variables will converge in Lp(Ω, E,FT ) to some particular random

variable which we shall denote by IT (f). Moreover, such random variable is uniquely determined

up to a set of measure zero in the variable ω. That is, it does not depend on the choice of the

approximating step functions. We usually call IT (f) the stochastic integral of f with respect to a

compensated Poisson random measure Ñ . For 0 ≤ a ≤ b ≤ T , B ∈ Z and f ∈ Mp([0, T ] × Ω ×
Z, P̂, λ × P × ν; E), since 1(a,b]1Bf is also in Mp([0, T ] × Ω × Z, P̂, λ × P × ν; E), so we can define

the stochastic integral from a to b of the function f ∈ Mp([0, T ] × Ω × Z, P̂, λ × P × ν; E) by

IB
a,b(f) =

∫ b

a

∫
B

f(t, z)Ñ(dt, dz) = IT (1(a,b]1Bf).

For simplicity, we denote

It(f) =
∫ t

0

∫
Z

f(t, z)Ñ(dt, dz) = IT (1(0,t]f).

The following result was first proven in the case p = 2 in an important work [16] by Rüdiger.

Theorem 2.7. ([3]) Let f ∈ Mp([0, T ] × Ω × Z, P̂, λ × P × ν;E). Then It(f), 0 ≤ t ≤ T is a

càdlàg p-integrable martingale with mean 0. More precisely, It(f) has a modification which has

P-a.s. càdlàg trajectories. Moreover, it satisfies the following

E|It(f)|pE = E
∣∣∣∣∫ t

0

∫
Z

f(s, z)Ñ(ds, dz)
∣∣∣∣p
E

≤ CE
∫ t

0

∫
Z

|f(t, z)|pEν(dz) ds.(2.3)

From now on, while considering the stochastic process
∫ t

0

∫
Z

f(s, z)Ñ(ds, dz), 0 ≤ t ≤ T , f ∈
Mp([0, T ] × Ω × Z, P̂, λ × P × ν; E), it will be assumed that the process

∫ t

0

∫
Z

f(s, z)Ñ(ds, dz),

0 ≤ t ≤ T , has P-a.s. càdlàg trajectories.

3. Stochastic convolution

Let (S(t))t≥0 be a contraction C0-semigroup on E. Suppose that A is the infinitesimal generator

of the C0-semigroup (S(t))t≥0. If {Aλ : λ > 0} is the Yosida approximation of A, then for each

λ, Aλ is a bounded operator in E and |Aλx − Ax|E converges to 0 as λ → ∞ for all x ∈ E, and

uniformly convergence on bounded intervals. Let R(λ, A) = (λI −A)−1. By the use of Hille-Yosida

Theorem (see [13]), it is easy to establish that limλ→∞ λR(λ,A)x = x and λR(λ,A)x ∈ D(A), for

all x ∈ X.
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Let ξ ∈ Mp([0, T ] × Ω × Z, P̂, λ × P × ν; E). We are going to consider the following stochastic

convolution process

u(t) =
∫ t

0

∫
Z

S(t − s)ξ(s, z)Ñ(ds, dz), 0 ≤ t ≤ T,(3.1)

where Ñ is a compensated Poisson random measure of the point process π = (π(t))t≥0.

We will first investigate the measurability of the process u.

Lemma 3.1. The process u(t), 0 ≤ t ≤ T given by (3.1) has a predictable version.

Proof. Let t ∈ [0, T ] be fixed. We first show that a process X defined by X(s) = 1(0,t](s)S(t −
s)ξ(s, z), 0 ≤ s ≤ T is predictable. Define a function F : [0, t] × E ∋ (s, x) 7→ S(t − s)x ∈ E. Since

S(t), t ≥ 0 is a C0-semigroup, so for every x ∈ E, F (·, x) is continuous on [0, t]. Also, for every

s ≥ 0, F (s, ·) is continuous. Indeed, let us fix x0 ∈ E. Then for every x ∈ E, and 0 ≤ t ≤ T ,

|F (t, x) − F (t, x0)|E = |S(t − s)(x − x0)|E ≤ |x − x0|E ,

as ∥S(t)∥L(E) ≤ 1. This part shows that the function F is separably continuous. Since by assump-

tion the process ξ is F-predictable, one can see that the mapping

(s, ω, z) 7→ (s, ξ(s, ω, z))

of [0, T ] × Ω × Z into [0, T ] × E is F-predictable. Moreover, since the process 1(0,t] is F-predictable

and we showed that the function F is separably continuous, so the composition mapping

(s, ω, z) 7→ (s, ξ(s, ω, z)) 7→ F (s, ξ(s, ω, z)) 7→ 1(0,t](s)F (s, ξ(s, ω, z))

is F-predictable as well. Therefore, process X(s) = 1(0,t](s)F (s, ξ(s, z)), s ∈ [0, T ] is F-predictable.

On the other hand, since S(t), t ≥ 0 is a C0-semigroup of contractions and ξ is in Mp([0, T ] × Ω ×
Z, P̂, λ × P × ν; E), we have

E
∫ T

0

|1(0,t]S(t − s)ξ(s, z)|pEν(dz) ds ≤ E
∫ T

0

|ξ(s, z)|pEν(dz) ds < ∞.

Therefore, the process 1(0,t]S(t − s)ξ(s, z) is of class Mp([0, T ] × Ω × Z, P̂, λ × P × ν; E). Hence,

when the number t is fixed, the integrals∫ r

0

∫
Z

1(0,t]S(t − s)ξ(s, z)Ñ(ds, dz), r ∈ [0, T ]

are well defined and by Theorem 2.7, this process is a martingale. In particular, for each r ∈ [0, T ],

the integral
∫ r

0

∫
Z

1(0,t]S(t − s)ξ(s, z)Ñ(ds, dz) is Fr-measurable. Take r = t. This gives that∫ t

0

∫
Z

1(0,t]S(t − s)ξ(s, z)Ñ(ds, dz) is Ft-measurable.

Now we show that the process u is continuous in p-mean. Observe that from the inequality

|a+ b|p ≤ 2p|a|p +2p|b|p, inequality (2.3) and the contraction property of the semigroup S(t), t ≥ 0,
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we have, for 0 ≤ r < t ≤ T ,

E|u(t) − u(r)|pE = E
∣∣∣∣∫ t

0

∫
Z

S(t − s)ξ(s, z)Ñ(ds, dz) −
∫ r

0

∫
Z

S(r − s)ξ(s, z)Ñ(ds, dz)
∣∣∣∣p
E

≤ 2pE
∣∣∣∣∫ t

r

∫
Z

S(t − s)ξ(s, z)Ñ(ds, dz)
∣∣∣∣p
E

+ 2pE
∣∣∣∣∫ r

0

∫
Z

(
S(t − s) − S(r − s)

)
ξ(s, z)Ñ(ds, dz)

∣∣∣∣p
E

≤ 2pCpE
∫ t

r

∫
Z

|S(t − s)ξ(s, z)|pEν(dz) ds

+ 2pCpE
∫ r

0

∫
Z

|
(
S(t − s) − S(r − s)

)
ξ(s, z)|pEν(dz) ds

≤ 2pCpE
∫ t

r

∫
Z

|ξ(s, z)|pEν(dz) ds

+ 2pCpE
∫ r

0

∫
Z

|
(
S(t − s) − S(r − s)

)
ξ(s, z)|pEν(dz) ds

= 2pCpE
∫ T

0

∫
Z

1(r,t](s)|ξ(s, z)|pEν(dz) ds

+ 2pCpE
∫ T

0

∫
Z

|1(0,r]

(
S(t − s) − S(r − s)

)
ξ(s, z)|pEν(dz) ds.

Here we note that 1(r,t](s)|ξ(s, z)|pE converges to 0 for all (s, ω, z) ∈ [0, T ]×Ω× Z, as t ↓ r or r ↑ t.

So by the Lebesgue Dominated converges theorem, the first term on the right hand side of above

inequality converges to 0 as t ↓ r or r ↑ t. For the second term, by the continuity of C0-semigroup

S(t), t ≥ 0, the integrand 1(0,r]

(
S(t−s)−S(r−s)

)
ξ(s, z) converges to 0 pointwise on [0, T ]×Ω×Z.

Moreover we find that

|1(0,r]S(t − s) − S(r − s)
)
ξ(s, z)|E ≤ |ξ(s, z)|E

So, again by the Lebesgue Dominated Convergence Theorem, the second term also converges to 0

as t ↓ r or r ↑ t. Therefore, the process u is continuous in the p-mean. Since by Proposition 3.6

in [5], every adapted and stochastically continuous process on an interval [0, T ] has a predictable

version on [0, T ], we conclude that the process u(t), 0 ≤ t ≤ T has a predictable version.

�

Assume that A is the infinitesimal generator of a C0-semigroup S(t), t ≥ 0 of contractions on

the Banach space E and that ξ is a function belonging to Mp([0, T ] × Ω × Z, P̂, λ × P × ν; E).

Consider the problem (1.2) which for the convenience of the reader we write aagin below.

du(t) = Au(t)dt +
∫

Z

ξ(t, z)Ñ(dt, dz)

u(0) = 0,

(3.2)

Definition 3.2. Suppose that E
∫ T

0

∫
Z
|ξ(s, z)|pEν(dz)dt < ∞. A strong solution to Problem (1.2) is

a D(A)-valued predictable stochastic process (u(t))0≤t≤T such that

(1) u(0) = 0 a.s.
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(2) For any t ∈ [0, T ] the equality

u(t) =
∫ t

0

Au(s) ds +
∫ t

0

∫
Z

ξ(s, z)Ñ(ds, dz)(3.3)

holds P-a.s..

Lemma 3.3. Let ξ ∈ Mp([0, T ] × Ω × Z, P̂, λ × P × ν;D(A)). Then the process u defined by

u(t) =
∫ t

0

∫
Z

S(t − s)ξ(s, z)Ñ(ds, dz), t ∈ [0, T ],(3.4)

is a unique strong solution of equation (1.2).

Proof. Let us us fix t ∈ [0, T ]. First we need to show that u(t) ∈ D(A). For this, Let R(λ,A) =

(λI − A)−1, λ > 0, be the resolvent of A. Since AR(λ, A) = λR(λ,A) − IE , AR(λ,A) is bounded.

Hence, since ξ ∈ Mp([0, T ] × Ω × Z, P̂, λ × P × ν;D(A)), we obtain

R(λ,A)
∫ t

0

∫
Z

AS(t − s)ξ(s, z)Ñ(ds, dz) =
∫ t

0

∫
Z

R(λ, A)AS(t − s)ξ(s, z)Ñ(ds, dz)

= λR(λ,A)
∫ t

0

∫
Z

S(t − s)ξ(s, z)Ñ(ds, dz)

−
∫ t

0

∫
Z

S(t − s)ξ(s, z)Ñ(ds, dz).

Thus, it follows that∫ t

0

∫
Z

S(t − s)ξ(s, z)Ñ(ds, dz)

= R(λ,A)
[
λ

∫ t

0

∫
Z

S(t − s)ξ(s, z)Ñ(ds, dz) −
∫ t

0

∫
Z

AS(t − s)ξ(s, z)Ñ(ds, dz)
]

.

Since Rng(R(λ,A)) = D(A), we infer that
∫ t

0

∫
Z

S(t − s)ξ(s, z)Ñ(ds, dz) ∈ D(A). On the other

hand, let us take h ∈ (0, t) and observe that since S(h)−I
h is bounded, we get the following equality

S(h) − I

h

∫ t

0

∫
Z

S(t − s)ξ(s, z)Ñ(ds, dz)

=
∫ t

0

∫
Z

S(h) − I

h
S(t − s)ξ(s, z)Ñ(ds, dz).

So by applying the triangle inequality and inequality (2.3), we find that

E
∣∣∣∣A∫ t

0

∫
Z

S(t − s)ξ(s, z)Ñ(ds, dz) −
∫ t

0

∫
Z

AS(t − s)ξ(s, z)Ñ(ds, dz)
∣∣∣∣p

≤ 2pE
∣∣∣∣A∫ t

0

∫
Z

S(t − s)ξ(s, z)Ñ(ds, dz) − S(h) − I

h

∫ t

0

∫
Z

S(t − s)ξ(s, z)Ñ(ds, dz)
∣∣∣∣p

+ 2pE
∣∣∣∣∫ t

0

∫
Z

AS(t − s)ξ(s, z)Ñ(ds, dz) −
∫ t

0

∫
Z

S(h) − I

h
S(t − s)ξ(s, z)Ñ(ds, dz)

∣∣∣∣p
≤ 2pE

∣∣∣∣(A − S(h) − I

h

)∫ t

0

∫
Z

S(t − s)ξ(s, z)Ñ(ds, dz)
∣∣∣∣p

+ CpE
∫ t

0

∫
Z

∣∣∣∣AS(t − s)ξ(s, z) − 1
h

(
S(h) − I

)
S(t − s)ξ(s, z)

∣∣∣∣p
E

ν(dz) ds

:= I(h) + II(h).
(3.5)
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For the integrand of I(h), since ξ(s, z) ∈ D(A), we observe that S(h)−I
h S(t−s)ξ(s, z) = 1

h

∫ h

0
S(r)AS(t−

s)ξ(s, z)dr, so we have
∣∣∣S(h)−I

h S(t − s)ξ(s, z)
∣∣∣p
E
≤ |Aξ(s, z)|pE . Hence we infer that the integrand∣∣∣∣AS(t − s)ξ(s, z) − 1

h

(
S(h) − I

)
S(t − s)ξ(s, z)

∣∣∣∣p
E

of I(h) is bounded by a function C1|Aξ(s, z)|pE which is in Mp([0, T ] × Ω × Z, P̂, λ × P × ν; E) by

assumption. Since A is the infinitesimal generator of the C0-semigroup S(t), t ≥ 0, the integrand∣∣∣∣AS(t − s)ξ(s, z) − 1
h

(
S(h) − I

)
S(t − s)ξ(s, z)

∣∣∣∣p
E

converges to 0 pointwisely on [0, t] × Ω × Z. Therefore, by the Lebesgue Dominated convergence

theorem, the term II(h) of above inequality (3.5) converges to 0 as h ↓ 0.

Since we have already shown that
∫ t

0

∫
Z

S(t − s)ξ(s, z)Ñ(ds, dz) ∈ D(A), it is easy to see that the

term I(h) of (3.5) converges to 0 as h ↓ 0 as well. Hence by inequality (3.5) we conclude that

A

∫ t

0

∫
Z

S(t − s)ξ(s, z)Ñ(ds, dz) =
∫ t

0

∫
Z

AS(t − s)ξ(s, z)Ñ(ds, dz), P-a.s.(3.6)

In order to verify equality (3.3), by the Fubini’s theorem and equality (3.6) we find that∫ t

0

Au(s) ds =
∫ t

0

∫ s

0

∫
Z

AS(s − r)ξ(r, z)Ñ(dr, dz) ds

=
∫ t

0

∫
Z

∫ t

r

AS(s − r)ξ(r, z) dsÑ(dr, dz)

=
∫ t

0

∫
Z

∫ t

r

dS(s − r)ξ(r, z)
ds

dsÑ(dr, dz)

=
∫ t

0

∫
Z

(S(t − r)ξ(r, z) − ξ(r, z)) Ñ(dr, dz)

=
∫ t

0

∫
Z

S(t − r)ξ(r, z)Ñ(dr, dz) −
∫ t

0

∫
Z

ξ(r, z)Ñ(dr, dz)

= u(t) −
∫ t

0

∫
Z

ξ(r, z)Ñ(dr, dz), P-a.s.

which shows equality (3.3).

For the uniqueness, suppose that u1 and u2 are two strong solutions of Problem (1.2). Let

w = u1 − u2. Then we infer that

w(t) = u1(t) − u2(t) =
∫ t

0

A(u1(s) − u2(s)) ds = A

∫ t

0

w(s) ds.

Put v(t) =
∫ t

0
w(s) ds. Then v(t) is continuously differentiable on [0, T ] and v(t) ∈ D(A). Now

applying Itô’s formula to the function f(s) = S(t − s)v(s) yields

df(s)
ds

= −AS(t − s)v(s) + S(t − s)
dv(s)
ds

= −AS(t − s)v(s) + S(t − s)w(s) = −AS(t − s)v(s) + S(t − s)Av(s) = 0.

So we infer v(t) = f(t) = f(0) = S(t)v(0) = 0 a.s.. Therefore, w(s) = 0 a.s.. That is u1(t) = u2(t)

a.s. t ∈ [0, T ]. �
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4. Maximal inequalities for stochastic convolution

Assumption 4.1. Suppose that E is a real separable Banach space of martingale type p, 1 < p ≤ 2.

In addition we assume that the Banach space E satisfies the following condition:

(Cond. 1) There exists an equivalent norm | · |E on E and q ∈ [p,∞) such that the function

ϕ : E ∋ x 7→ |x|qE ∈ R, is of class C2 and there exists constant k1, k2 such that for every x ∈ E,

|ϕ′(x)| ≤ k1|x|q−1
E and |ϕ′′(x)| ≤ k2|x|q−2

E .

Remark 4.1. It can be proved that if E satisfies condition (Cond. 1) for some q and q2 > q, then

E satisfies condition (Cond. 1) for q2.

Remark 4.2. Notice that the Sobolev space Hs,p with p ∈ [2,∞) and s ∈ R satisfies above condition

Cond. 1 and Lr-spaces with r ≥ q also satisfies condition Cond. 1.

Now we proceed with the study of the stochastic convolution

u(t) =
∫ t

0

∫
Z

S(t − s)ξ(s, z)Ñ(ds, dz), t ∈ [0, T ].(4.1)

Before proving the main theorem, we first need the following Lemmas.

Lemma 4.2. For all x ∈ D(A), ϕ′(x)(Ax) ≤ 0.

Proof. Take 0 ≤ r < t < ∞. We have

|S(t)x|qE − |S(r)x|qE = |S(t − r)S(r)x|qE − |S(r)x|qE
≤ |S(t − r)|qL(E)|S(r)x|qE − |S(r)x|qE
≤ |S(r)x|qE − |S(r)x|qE = 0, for all x ∈ E.

Thus the function t 7→ ϕ(x)(S(t)x) is decreasing. Also, observe that for x ∈ D(A),

dϕ(S(t)x)
dt

∣∣∣∣
t=0

= ϕ′(S(0)x)(Ax) = ϕ′(x)(Ax).

Hence ϕ′(x)(Ax) = dϕ(S(t)x)
dt

∣∣∣
t=0

≤ 0 which shows the Lemma. �

Lemma 4.3. The random variable sup0≤t≤T |u(t)| is measurable.

Proof. Since we have shown in Lemma 3.1 the stochastically continuity of the process u, applying

Theorem 5.3 in [20], we can find a version ũ of u which is separable. That is there exists a countable

subset T0 which is everywhere dense in [0, T ] such that ũ(t) belongs to the set of partial limits

lims∈T0,s→t ũ(s) for all t ∈ [0, T ]\T0. Hence

sup
t∈[0,T ]

|ũ(t)| = sup
t∈[0,T ]

lim
sn→t,sn∈T0

|ũ(sn)| = sup
sn∈T0

|ũ(sn)|,

where supsn∈T0
|ũ(sn)| is measurable. Therefore, the random variable supt∈[0,T ] |ũ(t)| is also mea-

surable. �

Henceforth, when we study the stochastic convolution process u, we refer to the version of u such

that it is predictable and its supremum over [0, T ] is measurable.
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Theorem 4.4. Suppose E is an martingale type p Banach space satisfying Assumption 4.1. Then

there exists a càdlàg modification ũ of u and a constant C such that for every 0 < t ≤ T ,

E sup
0≤s≤t

|ũ(s)|q
′

E ≤ C E
(∫ t

0

∫
Z

|ξ(s, z)|pEN(ds, dz)
)q′

p

,(4.2)

where q′ ≥ q and q is the number from Assumption 4.1.

From now on, A denotes the infinitesimal generator of the C0-semigroup (S(t))t≥0 of contractions.

Proof. Case I. First suppose that ξ ∈ Mp([0, T ] × Ω × Z, P̂, λ × P × ν;D(A)). We will prove

E sup
0≤s≤t

|u(s)|qE ≤ C E
(∫ t

0

∫
Z

|ξ(s, z)|pEN(ds, dz)
)q

p

,(4.3)

We have shown in Lemma 3.3 that the process u is a unique strong solution to the following problem

du(t) = Au(t)dt +
∫

Z

ξ(t, z)Ñ(dt, dz), t ∈ [0, T ],

u(0) = 0.

(4.4)

Moreover, it can be written as

u(t) =
∫ t

0

Au(s) ds +
∫ t

0

∫
Z

ξ(s, z)Ñ(ds, dz), t ∈ [0, T ].(4.5)

We shall note here that in view of the right continuity of the right hand side of (4.5), the cádlàg

property of the function u(t), 0 ≤ t ≤ T follows immediately. Notice that the function ϕ : E ∋ x 7→
|x|qE is of C2 class by assumption. Thus, one may apply the Itô formula [9] to the process u and

get for t ∈ [0, T ],

ϕ(u(t)) =
∫ t

0

ϕ′(u(s))(Au(s)) ds +
∫ t

0

∫
Z

ϕ′(u(s−))(ξ(s, z))Ñ(ds, dz)

+
∫ t

0

∫
Z

[
ϕ(u(s−) + ξ(s, z)) − ϕ(u(s−) − ϕ′(u(s−))(ξ(s, z))

]
N(ds, dz) P-a.s..(4.6)

Since by Lemma ϕ′(x)(Ax) ≤ 0, for all x ∈ D(A), we infer that for t ∈ [0, T ],

ϕ(u(t)) ≤
∫ t

0

∫
Z

ϕ′(u(s−))(ξ(s, z))Ñ(ds, dz)

+
∫ t

0

∫
Z

[
ϕ(u(s−) + ξ(s, z)) − ϕ(u(s−)) − ϕ′(u(s−))(ξ(s, z))

]
N(ds, dz) P-a.s..(4.7)

Taking the supremum over the set [0, t] and then the expectation to both sides of above inequality

yields

E sup
0≤s≤t

ϕ(u(s)) ≤ E sup
0≤s≤t

∫ s

0

∫
Z

ϕ′(u(r))(ξ(r, z))Ñ(dr, dz)

+ E sup
0≤s≤t

∫ s

0

∫
Z

[
ϕ(u(r−) + ξ(r, z)) − ϕ(u(r−)) − ϕ′(u(r−))(ξ(r, z))

]
N(dr, dz)

=: I1(t) + I2(t).
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Applying the Davis inequality and the Jensen inequality to I1 we obtain for some constant C that

E sup
0≤s≤t

I1(s) ≤ CE
(∫ t

0

∫
Z

|ϕ′(u(s−))(ξ(s, z))|pN(ds, dz)
)1

p

≤ k1CE sup
0≤s≤t

|u(s)|q−1

(∫ t

0

∫
Z

|ξ(s, z)|pN(ds, dz)
)1

p

.

Firstly we are going to estimate the integral I2(t). Note that for every s ∈ [0, t],∫ s

0

∫
Z

∣∣∣ϕ(u(r) + ξ(r, z)) − ϕ(u(r)) − ϕ′(u(r−))(ξ(r, z))
∣∣∣
E

N(dr, dz)

=
∑

r∈(0,s]∩D(π)

∣∣∣ϕ(u(r−) + ξ(r, π(r))) − ϕ(u(r−)) − ϕ′(u(r−))(ξ(r, π(r)))
∣∣∣
E

, P-a.s..

Let us recall that by the assumption the function ϕ is of C2 class. Applying the mean value Theorem,

see [11], to the function ϕ, for each r ∈ [0, s] we can find 0 < θ < 1 such that∣∣∣ϕ(u(r−) + ξ(r, π(r))) − ϕ(u(r−))
∣∣∣
E

= |ξ(r, π(r))|E
∣∣∣ϕ′(u(r−) + θξ(r, π(r)))

∣∣∣
L(E)

.

By the assumptions |ϕ′(x)| ≤ k1|x|q−1
E , x ∈ E and the fact that |x + θy|E ≤ max{|x|E , |x + y|E} for

all x, y ∈ E, we obtain∣∣∣ϕ′(u(r−) + θξ(r, π(r)))
∣∣∣
L(E)

≤ k1

∣∣u(r−) + θξ(r, π(s))
∣∣q−1

E

≤ k max
{
|u(r−)|q−1

E ,
∣∣u(r−) + ξ(r, π(r))

∣∣q−1

E

}
.

Observe that for all 0 ≤ r ≤ s ≤ t,

|u(r−)|q−1
E ≤ sup

0≤ρ≤s
|u(ρ−)|q−1

E ≤ sup
0≤ρ≤t

|u(ρ−)|q−1
E = sup

0≤ρ≤t
|u(ρ)|q−1

E .

Moreover, since u(r−) + ξ(r, ϕ(r)) = u(r), we get

|u(r−) + ξ(r, π(r))|q−1
E ≤ sup

0≤r≤s
|u(r)|q−1

E ≤ sup
0≤s≤t

|u(s)|q−1
E .

Therefore, we infer that for each r ∈ [0, s],∣∣∣ϕ(u(r−) + ξ(r, π(r))) − ϕ(u(r−))
∣∣∣
E
≤ k1|ξ(r, π(r))|E sup

0≤s≤t
|u(s)|q−1

E .

It follows that∣∣∣ϕ(u(r−) + ξ(r, π(r))) − ϕ(u(r−)) − ϕ′(u(r−))(ξ(r, π(r)))
∣∣∣
E

≤
∣∣∣ϕ(u(r) + ξ(r, π(r))) − ϕ(u(r))

∣∣∣
E

+
∣∣∣ϕ′(u(r−))(ξ(r, π(r)))

∣∣∣
E

≤ 2k1|ξ(r, π(r))|E sup
0≤s≤t

|u(s)|q−1
E .

On the other hand side, we can also find some 0 < δ < 1 such that∣∣∣ϕ(u(r−) + ξ(r, π(r))) − ϕ(u(r−)) − ϕ′(u(r−))(ξ(r, π(r)))
∣∣∣
E

=
1
2
|ξ(r, π(r))|2E |ϕ′′(u(r−) + θξ(r, π(r)))|

≤ k2

2
|ξ(r, π(r))|2E |u(r−) + θξ(r, π(r))|q−2

E .

A similar argument as above, we obtain∣∣∣ϕ(u(r−) + ξ(r, π(r))) − ϕ(u(r−)) − ϕ′(u(r−))(ξ(r, π(r)))
∣∣∣
E
≤ k2

2
|ξ(r, π(r))|2E sup

0≤s≤t
|u(s)|q−2

E .
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Summing up, we have∣∣∣ϕ(u(r−) + ξ(r, π(r)))−ϕ(u(r−)) − ϕ′(u(r−))(ξ(r, π(r)))
∣∣∣
E

=
∣∣∣ϕ(u(r−) + ξ(r, π(r))) − ϕ(u(r−)) − ϕ′(u(r−))(ξ(r, π(r)))

∣∣∣(2−p)+(p−1)

E

≤
(

2k1|ξ(r, π(r))|E sup
0≤s≤t

|u(s)|q−1
E

)2−p(
k2

2
|ξ(r, π(r))|2E sup

0≤s≤t
|u(s)|q−2

E

)p−1

≤ K|ξ(r, π(r))|pE sup
0≤s≤t

|u(s)|q−p
E ,

where K = (2k1)2−p(k1/2)p−1.

Hence, ∑
r∈(0,t]∩D(π)

∣∣∣ϕ(u(r−) + ξ(r, π(r)))−ϕ(u(r−)) − ϕ′(u(r−))(ξ(r, π(r)))
∣∣∣
E

≤ K sup
0≤s≤t

|u(s)|q−p
E

∑
r∈(0,t]∩D(π)

|ξ(r, π(r))|pE

= K sup
0≤s≤t

|u(s)|q−p
E

∫ s

0

∫
Z

|ξ(r, z)|pE N(dr, dz),

which also shows that the integral
∫ t

0

∫
Z

[
ϕ(u(s−)+ξ(s, z))−ϕ(u(s−))−ϕ′(u(s−))(ξ(s, z))

]
N(ds, dz)

is well defined since ξ ∈ Mp([0, T ] × Ω × Z, P̂, λ × P × ν;D(A)). Therefore, we infer∫ s

0

∫
Z

∣∣∣ϕ(u(r−) + ξ(r, z)) − ϕ(u(r−)) − ϕ′(u(r−))(ξ(r, z))
∣∣∣
E

N(dr, dz)

≤ K sup
0≤s≤t

|u(s)|q−p
E

∫ s

0

∫
Z

|ξ(r, z)|pE N(dr, dz).

Hence, we get the following estimate for I2(t)

I2(t) ≤ K sup
0≤s≤t

|u(s)|q−p
E

∫ s

0

∫
Z

|ξ(r, z)|pE N(dr, dz), t ∈ [0, T ],

where the constant K only depends on k1, k2, p and q. Now applying Hölder’s and Young’s

inequalities to I1(t) yields

I1(t) ≤ k1C
[(

E
(

sup
0≤s≤t

|u(s)|q−1
E

) q
q−1
)q−1

q

(
E
(∫ t

0

∫
Z

|ξ(s, z)|pEN(ds, dz)
)q

p

)1
q

≤ k1C
[(

E sup
0≤s≤t

|u(s)|qE
)q−1

q

(
E
(∫ t

0

∫
Z

|ξ(s, z)|pEN(ds, dz)
)q

p

)1
q

= k1C
[(

E sup
0≤s≤t

|u(s)|qE ε

)q−1
q

(
E
(∫ t

0

∫
Z

|ξ(s, z)|pEN(ds, dz)
)q

p (1
ε

)q−1
)1

q

≤ k1C

[
q − 1

q
ε E sup

0≤s≤t
|u(s)|qE +

1
εq−1q

E
(∫ t

0

∫
Z

|ξ(s, z)|pEN(ds, dz)
)q

p

]

= k1C
q − 1

q
ε E sup

0≤s≤t
|u(s)|qE + k1C

1
εq−1q

E
(∫ t

0

∫
Z

|ξ(s, z)|pEN(ds, dz)
)q

p

.
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In the same manner for the integral I2(t) we can see that

I2(t) = KE sup
0≤s≤t

|u(s)|q−p
E

∫ t

0

∫
Z

|ξ(s, z)|pEN(ds, dz)

≤ K

(
E sup

0≤s≤t
|u(s)|(q−p) q

q−p

E

)q−p
q

(
E
(∫ t

0

∫
Z

|ξ(s, z)|pEN(ds, dz)
)q

p

)p
q

≤ K

(
E sup

0≤s≤t
|u(s)|qE

)q−p
q

(
E
(∫ t

0

∫
Z

|ξ(s, z)|pEN(ds, dz)
)q

p

)p
q

= K

(
E sup

0≤s≤t
|u(s)|qE ε

)q−p
q

(
E
(∫ t

0

∫
Z

|ξ(s, z)|EN(ds, dz)
)q (

1
ε

)q−p
p

)p
q

≤ K
q − p

q
εE sup

0≤s≤t
|u(s)|qE + K

p

q

1

ε
q−p

q

E
(∫ t

0

∫
Z

|ξ(s, z)|EN(ds, dz)
)q

where we used Hölder’s inequality in the first and fourth inequalities and Young’s inequality in the

third inequality.

It then follows that

E sup
0≤s≤t

|u(s)|qE ≤ k1C
q − 1

q
ε E sup

0≤s≤t
|u(s)|qE + k1C

1
εq−1q

E
(∫ t

0

∫
Z

|ξ(s, z)|pEN(ds, dz)
)q

p

+K
q − p

q
εE sup

0≤s≤t
|u(s)|qE + K

p

q

1

ε
q−p

q

E
(∫ t

0

∫
Z

|ξ(s, z)|EN(ds, dz)
)q

=
(

k1C
q − 1

q
+ K

q − p

q

)
εE sup

0≤s≤t
|u(s)|qE

+
(
k1C

1
εq−1q

+ K
p

q

1

ε
q−p

q

)
E
(∫ t

0

∫
Z

|ξ(s, z)|pEN(ds, dz)
)q

p

.

Now we can choose a suitable number ε such that(
k1C

q − 1
q

+ K
q − p

q

)
ε =

1
2
.

Consequently, there exists C which is independent of A such that

E sup
0≤s≤t

|u(s)|qE ≤ CE
(∫ t

0

∫
Z

|ξ(s, z)|pEN(ds, dz)
)q

p

.(4.8)

Case II. Suppose ξ ∈ Mp([0, T ] × Ω × Z, P̂, λ × P × ν;E). Set R(n,A) = (nI − A)−1, n ∈ N.

Then we put ξn(t, ω) = nR(n,A)ξ(t, ω) on [0, T ] × Ω. Since A is the infinitesimal generator of

the C0-semigroup S(t), t ≥ 0 of contractions, by the Hille-Yosida Theorem, ∥R(n,A)∥ ≤ 1
n and

ξn(t, ω) ∈ D(A), for every (t, ω) ∈ [0, T ] × Ω. Moreover, ξn(t, ω) → ξ(t, ω) pointwise on [0, T ] × Ω.

Also, we observe that |ξn − ξ| = |nR(n,A)ξ − ξ| ≤ 2|ξ|. Therefore, it follows by applying the

Lebesgue Dominated Convergence Theorem that∫ T

0

∫
Z

|ξn(t, z) − ξ(t, z)|pν(dz)dt
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converges to 0 as n → ∞, P-a.s.. Since the poisson random measure N is a P-a.s. positive measure

and we have

E
∫ T

0

∫
Z

|ξn(t, z) − ξ(t, z)|pN(dt, dz) = E
∫ T

0

∫
Z

|ξn(t, z) − ξ(t, z)|pν(dz)dt,

we infer ∫ T

0

∫
Z

|ξn(t, z) − ξ(t, z)|pN(dt, dz) → 0, as n → ∞ P-a.s..

One can also easily show that ξn ∈ Mp([0, T ] × Ω × Z, P̂, λ × P × ν;D(A)).

Define, for each n ∈ N, a process un by

un(t) =
∫ t

0

S(t − s)ξn(s, z)Ñ(ds, dz), t ∈ [0, T ].

As we have already noted in case 1, function un(t) can also be formulated in a way of strong solutions

so that un(t) is càdlàg for each n ∈ N. By the discussion in case 1, for each n ∈ N, un(t), 0 ≤ t ≤ T

satisfies the following

E sup
0≤t≤T

|un(t)|q ≤ CE
(∫ t

0

∫
Z

|ξn(s, z)|pEN(ds, dz)
)q

p

.

On the other hand, since by Theorem 2.7, we have

E|un(t) − u(t)|pE = E|un(t) − u(t)|pE

= E
∣∣∣∣∫ t

0

∫
Z

(
S(t − s)ξn(s, z) − S(t − s)ξ(s, z)

)
Ñ(ds, dz)

∣∣∣∣p
E

≤ CpE
∫ T

0

∫
Z

|ξn(s, z) − ξ(s, z)|pν(dz) ds,

we infer that un(t) converges to u(t) in Lp(Ω) for every t ∈ [0, T ]. Moreover, from case 1, we know

that

E sup
0≤s≤t

|un(s) − um(s)|qE ≤ CE
(∫ t

0

∫
Z

|ξn(s, z) − ξm(s, z)|pEN(ds, dz)
)q

p

.

From above discussion, we know that the right hand-side of above inequality converges to 0 as

n,m → ∞. In this case, it is possible to construct a sequence {nk}∞k=1 of {n}∞n=1 for which the

following is satisfied

E sup
0≤s≤T

|unk+1(s) − unk(s)|q <
1

k2q+2
.

Hence, on the basis of Chebyshev inequality, we obtain

P
{

sup
0≤s≤T

|unk+1(s) − unk(s)| >
1
k2

}
≤ k2qE sup

0≤s≤T
|unk+1(s) − unk(s)|q <

1
k2

.

Then the series
∑∞

k=1 P
{
sup0≤s≤T |unk+1(s) − unk(s)| > 1

k

}
will converges. It follows from the

Borel-Cantelli Lemma that with probability 1 there exists an integer beyond which the inequality

sup
0≤s≤T

|unk+1(s) − unk(s)| ≤ 1
k2

holds. Consequently, the series of càdlàg functions
∞∑

k=1

[unk+1(s) − unk(s)]
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converges uniformly on [0, T ] with probability 1 to a càdlàg function which we shall define by

ũ = (ũ(t))t∈[0,T ]. Moreover, we have

E sup
0≤t≤T

|un(t) − ũ(t)|q → 0, as n → ∞.

Therefore, by the Minkowski Inequality we have

[
E sup

0≤s≤t
|ũ(s)|q

]1
q

≤
[
E sup

0≤s≤t
|ũ(s) − un(s)|q

]1
q

+
[
E sup

0≤s≤t
|un(s)|q

]1
q

≤
[
E sup

0≤s≤t
|ũ(s) − un(s)|q

]1
q

+

[
CE

(∫ t

0

∫
Z

|ξn(s, z)|pEN(ds, dz)
)q

p

]1
q

.

Note that the constant C on the right hand side of above inequality does not depend on operator

A. So the constant C remains the same for every n. It follows by letting n → ∞ in above inequality

that

E sup
0≤s≤t

|ũ(s)|q ≤ CE
(∫ t

0

∫
Z

|ξ(s, z)|pEN(ds, dz)
)q

p

Also, we have for every t ∈ [0, T ], by Minkowski inequality that

(E|ũ(t) − u(t)|pE)
1
p ≤ (E|ũ(t) − un(t)|pE)

1
p + (E|u(t) − un(t)|pE)

1
p

≤ (E|ũ(t) − un(t)|qE)
1
q + (E|u(t) − un(t)|pE)

1
p

≤
(

E sup
0≤t≤T

|ũ(t) − un(t)|qE
)1

q

+ (E|u(t) − un(t)|pE)
1
p .

Letting n → ∞, it follows that u(t) = ũ(t) in Lp(Ω) for any t ∈ [0, T ]. This shows the inequailty

(4.2) for q′ = q. The case q′ > q follows from the fact that if the martingale type p Banach space

E satisfies Assumption 4.1 for some q, then Condition 1 is also satisfied with q′ > q.

�

The following result could be derived immediately from the proof of above theorem.

Corollary 4.1. Let Let E be a martingale type p Banach space, 1 < p ≤ 2 satisfying Assumption

4.1. Then the stochastic convolution process u has càdlàg modification.

Corollary 4.2. Let E be a martingale type p Banach space, 1 < p ≤ 2. There exists a càdlàg

modification ũ of u such that for some constant C and every stopping time τ > 0 and t > 0,

E sup
0≤s≤t∧τ

|ũ(s)|qE ≤ C E
(∫ t∧τ

0

∫
Z

|ξ(s, z)|pEN(ds, dz)
)q

p

.(4.9)
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Proof. Let us first consider the case when ξ ∈ Mp([0, T ] × Ω × Z, P̂, λ × P × ν;D(A)). A similar

argument as in Theorem 4.4 gives the following

ϕ(u(t)) =
∫ t

0

ϕ′(u(s))(Au(s)) ds +
∫ t

0

∫
Z

ϕ′(u(s−))(ξ(s, z))Ñ(ds, dz)

+
∫ t

0

∫
Z

[
ϕ(u(s−) + ξ(s, z)) − ϕ(u(s−) − ϕ′(u(s−))(ξ(s, z))

]
N(ds, dz)

≤
∫ t

0

∫
Z

ϕ′(u(s−))(ξ(s, z))Ñ(ds, dz)

+
∫ t

0

∫
Z

[
ϕ(u(s−) + ξ(s, z)) − ϕ(u(s−) − ϕ′(u(s−))(ξ(s, z))

]
N(ds, dz) P-a.s..

It follows that

E sup
0≤s≤t∧τ

ϕ(u(s)) = E sup
0≤s≤t∧τ

|u(s ∧ τ)|qE

≤ E sup
0≤s≤t∧τ

∫ s∧τ

0

∫
Z

ϕ′(u(r−))(ξ(r, z))Ñ(dr, dz)

+ E sup
0≤s≤∧τ

∫ s∧τ

0

[
ϕ(u(r−) + ξ(r, z)) − ϕ(u(r−) − ϕ′(u(r−))(ξ(r, z))

]
N(dr, dz)

= E sup
0≤s≤t∧τ

∫ s

0

∫
Z

1(0,τ ](r)ϕ′(u(r−))(ξ(r, z))Ñ(dr, dz)

+ E sup
0≤s≤t∧τ

∫ s

0

∫
Z

1(0,τ ](r)
∣∣∣ϕ(u(r−) + ξ(r, z)) − ϕ(u(r−) − ϕ′(u(r−))(ξ(r, z))

∣∣∣
E

N(ds, dz)

= I1 + I2.

Now we consider integral I2. By the definition of Lebesgue-Stieltges inegral, we have∫ s

0

∫
Z

∣∣∣ϕ(u(r−) + ξ(r, z)) − ϕ(u(r−) − ϕ′(u(r−))(ξ(r, z))
∣∣∣
E

1(0,τ ](r)N(dr, dz)

=
∑

0<r≤s

∣∣∣ϕ(u(r−) + ξ(r, ξ(r))) − ϕ(u(r−) − ϕ′(u(r−))(ξ(r, ξ(r)))
∣∣∣
E

1(0,τ ](r),

Notice that the function ϕ(·) = | · |q is of class C2. Applying Taylor formula to function ϕ we get

for some 0 < θ, δ < 1,∣∣∣ϕ(u(r−) + ξ(r, π(r))) − ϕ(u(r−))
∣∣∣
E

1(0,τ ](r)

≤ |ξ(r, π(r))|E
∣∣∣ϕ′(u(r−) + θξ(r, π(r)))

∣∣∣1(0,τ ](r),∣∣∣ϕ(u(r−) + ξ(r, π(r))) − ϕ(u(r−) − ϕ′(u(r−))(ξ(r, π(r)))
∣∣∣
E

1(0,τ ](r)

≤ 1
2
|ξ(r, π(r))|2E |ϕ′′(u(r−)) + δξ(r, π(r))|1(0,τ ](r)

Moreover we know that |ϕ′(x)|L(E) ≤ k1|x|q−1
E , so we obtain∣∣∣ϕ′(u(r−) + θξ(r, π(r)))

∣∣∣
E

1(0,τ ](r) ≤ k1

∣∣u(r−) + θξ(r, π(r))
∣∣q−1

E
1(0,τ ](r)

≤ k1 max
{
|u(r−)|q−1

E 1(0,τ ](r),
∣∣u(r−) + ξ(r, π(r))

∣∣q−1

E
1(0,τ ](r)

}
.

Observe that

|u(r−)|q−1
E 1(0,τ ](r) ≤ sup

0≤r≤s
|u(r−)|q−1

E 1(0,τ ](r) ≤ sup
0≤s≤t∧τ

|u(s−)|q−1
E = sup

0≤s≤t∧τ
|u(s)|q−1

E ,
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and

|u(r−) + ξ(r, π(r))|q−1
E 1(0,τ ](r) ≤ sup

0≤r≤s
|u(r)|q−1

E 1(0,τ ](r) ≤ sup
0≤s≤t∧τ

|u(s)|q−1
E ,

where q ≥ 2. Therefore, we infer∣∣∣ϕ(u(r−) + ξ(r, π(r))) − ϕ(u(r−))
∣∣∣
E

1(0,τ ](r) ≤ |ξ(r, π(r))|E1(0,τ ](r)
∣∣∣ϕ′(u(r−) + θξ(r, π(r)))

∣∣∣
L(E)

≤ k1|ξ(r, π(r))|E1(0,τ ](r) sup
0≤s≤t∧τ

|u(s)|q−1
E .

Similarly, from the assumption |ϕ′′(x)| ≤ k2|x|q−2
E we obtain

|ϕ′′(u(r−)) + δξ(r, π(r))|E1(0,τ ](r) ≤ k2 sup
0≤s≤t∧τ

|u(s)|q−2
E 1(0,τ ](r).

It then follows that∑
0<r≤s

∣∣∣ϕ(u(r−) + ξ(r, ξ(r))) − ϕ(u(r−) − ϕ′(u(r−))(ξ(r, ξ(r)))
∣∣∣
E

1(0,τ ](r)

=
∑

0<r≤s

∣∣∣ϕ(u(r−) + ξ(r, ξ(r))) − ϕ(u(r−) − ϕ′(u(r−))(ξ(r, ξ(r)))
∣∣∣(2−p)+(p−1)

E
1(0,τ ](r)

≤
(

2k1|ξ(r, π(r))|E sup
0≤s≤t∧τ

|u(s)|q−1
E 1(0,τ ](r)

)2−p(
k2|ξ(r, π(r))|2 sup

0≤s≤t∧τ
|u(s)|q−2

E 1(0,τ ](r)
)p−1

= K sup
0≤s≤t∧τ

|u(s)|q−p
E

∑
0<r≤s

|ξ(r, π(r))|pE1(0,τ ](r).

Therefore, ∫ s

0

∫
Z

∣∣∣ϕ(u(r−) + ξ(r, z)) − ϕ(u(r−)) − ϕ′(u(r−))(ξ(r, z))
∣∣∣
E

1(0,τ ](r)N(dr, dz)

≤ K sup
0≤s≤t∧τ

|u(s)|q−p
E

∫ s

0

∫
Z

|ξ(r, z)|pE1(0,τ ](r) N(dr, dz).

Hence, for integral I2, we can estimate as follows

I2 ≤ KE sup
0≤s≤t∧τ

|u(s)|q−p
E

∫ s

0

∫
Z

|ξ(r, z)|pE1(0,τ ](r) N(dr, dz).

For integral I1, applying the stopped Davis’ inequality yields the following

I1 ≤ CE
(∫ s

0

∫
Z

|ϕ′(u(r−))(ξ(r, z))|pE1(0,τ ](r)N(dr, dz)
)1

p

≤ k1CE sup
0≤s≤t∧τ

|u(s)|q−1
E

(∫ t∧τ

0

∫
Z

|ξ(r, z)|pEN(ds, dz)
)1

p

.

The rest argument goes without any difference with the proof of Theorem 4.4.

�

Theorem 4.5. Let E be an martingale type p Banach space, 1 < p ≤ 2, satisfying Assumption 4.1.

Then there exists a constant C such that for every process u there exists a càdlàg modification ũ of

u such that for all 0 ≤ t ≤ T and 0 < q′ < ∞,

E sup
0≤s≤t

|ũ(s)|q
′

E ≤ C E
(∫ t

0

∫
Z

|ξ(s, z)|pEN(ds, dz)
)q′

p

,(4.10)
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Proof. The inequality (4.10) has already been shown for q′ ≥ q in Theorem 4.4. Now we are in a

position to show it for 0 < q′ < p. Let us fix q′ such that 0 < q′ < q. Take λ > 0. Define a stopping

time

τ := inf

{
t :
(∫ t

0

∫
Z

|ξ(s, z)|pEN(ds, dz)
)1

p

> λ

}
.

Since the process
∫ t

0

∫
Z
|ξ(s, z)|pEN(ds, dz), 0 < t ≤ T is right continuous, the random time τ is

indeed a Ft+-stopping time. Moreover, we find that
∫ t

0

∫
Z
|ξ(s, z)|pEN(ds, dz) ≤ λ, for 0 < t < τ ,

and
∫ τ

0

∫
Z
|ξ(s, z)|pEN(ds, dz) ≥ λ when τ < ∞. Also, we observe that for every 0 < t ≤ T ,

E
∫ t

0

∫
Z

f(s, z)Ñ(ds, dz) = E
∫ t−

0

∫
Z

f(s, z)Ñ(ds, dz).(4.11)

This equality can be verified first for step functions, then for every function f in ξ ∈ Mp([0, T ] ×
Ω×Z, P̂, λ× P× ν; E) we can approximate it by step functions in Mp

step([0, T ]×Ω×Z; E), so the

equality (4.11) holds for every f ∈ ξ ∈ Mp([0, T ] × Ω × Z, P̂, λ × P × ν; E). Therefore, by using

Chebyshev’s inequaliy and Corollary 4.2 to Theorem 4.4, we obtain

P
(

sup
0≤s≤t∧τ

|u(s)| > λ

)
≤ 1

λq
E sup

0≤s≤t∧τ
|u(s)|q

≤ C

λq
E
(∫ t∧τ

0

∫
Z

|ξ(s, z)|pN(ds, dz)
)q

p

=
C

λq
E

(∫ (t∧τ)−

0

∫
Z

|ξ(s, z)|pN(ds, dz)

)q
p

≤ C

λq
E

[(∫ t

0

∫
Z

|ξ(s, z)|pN(ds, dz)
)q

p

∧ λq

]
.(4.12)

On the other hand, since {sup0≤s≤t |u(s)| > λ, τ ≥ t} ⊂ {sup0≤s≤t∧τ |u(s)| > λ}, we have

P( sup
0≤s≤t

|u(s)| > λ) = P( sup
0≤s≤t

|u(s)| > λ, τ ≥ t) + P( sup
0≤s≤t

|u(s)| > λ, τ < t)(4.13)

≤ P( sup
0≤s≤t

|u(s)| > λ, τ ≥ t) + P(τ < t)

≤ P( sup
0≤s≤t∧τ

|u(s)| > λ) + P(τ < t).

Substituting (4.12) into (4.13) results in

P( sup
0≤s≤t

|u(s)| > λ) ≤ C

λq
E

[(∫ t

0

∫
Z

|ξ(s, z)|pN(ds, dz)
)q

p

∧ λq

]

+ P

[(∫ t

0

∫
Z

|ξ(s, z)|pN(ds, dz)
)1

p

> λ

]
.
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Integrating both sides of the last inequality with respect to measure q′λq′−1dλ and applying the

equality E|X|q′
=
∫∞

0
q′λq−1P(|X| > λ)dλ, see [10], we infer that

E sup
0≤s≤t

|u(s)|q
′
=
∫ ∞

0

P( sup
0≤s≤t

|u(s)| > λ)q′λq′−1dλ

≤
∫ ∞

0

C

λq
E

[(∫ t

0

∫
Z

|ξ(s, z)|pN(ds, dz)
)q

p

∧ λq

]
q′λq′−1dλ

+
∫ ∞

0

P

[(∫ t

0

∫
Z

|ξ(s, z)|pN(ds, dz)
)1

p

> λ

]
q′λq′−1dλ

=
∫ ∞

0

C

λq
E

[(∫ t

0

∫
Z

|ξ(s, z)|pN(ds, dz)
)q

p

∧ λq

]
q′λq′−1dλ

+ E
(∫ t

0

∫
Z

|ξ(s, z)|pN(ds, dz)
)q′

p

.

(4.14)

Let us denote
(∫ t

0

∫
Z
|ξ(s, z)|pN(ds, dz)

)1
p

by X. The first term on the right hand side of (4.14)

becomes

C

λq

∫ ∞

0

E

[(∫ t

0

∫
Z

|ξ(s, z)|pN(ds, dz)
)q

p

∧ λq

]
q′λq′−1dλ

= C

∫ ∞

0

E(Xq ∧ λq)q′λq′−q−1dλ

= CE
∫ ∞

0

(Xq ∧ λq)q′λq′−q−1dλ

= CE
∫ X

0

λqq′λq′−q−1dλ + CE
∫ ∞

X

|X|qq′λq′−q−1dλ

= CEXq′
+ CEXq

∫ ∞

X

q′λq′−q−1dλ

= C(1 +
q′

q − q′
)EXq′

=
Cq

q − q′
EXq′

=
Cq

q − q′
E
(∫ t

0

∫
Z

|ξ(s, z)|pN(ds, dz)
)q′

p

Therefore, we conclude that

E sup
0≤s≤t

|u(s)|q
′
≤ Cq

q − q′
E
(∫ t

0

∫
Z

|ξ(s, z)|pN(ds, dz)
)q′

p

+ E
(∫ t

0

∫
Z

|ξ(s, z)|pN(ds, dz)
)q′

p

=
(

1 +
Cq

q − q′

)
E
(∫ t

0

∫
Z

|ξ(s, z)|pN(ds, dz)
)q′

p

,

which completes the proof.

�

Corollary 4.3. Let E be an martingale type p Banach space, 1 < p ≤ 2 satisfying Assumption

4.1. Then there exists an E-valued càdlàg modification ũ of u such that for some constant C > 0,



MAXIMAL INEQUALITIES OF STOCHASTIC CONVOLUTION 21

independent of u, and all t ∈ [0, T ] and 0 < q′ ≤ p,

E sup
0≤s≤t

|ũ(s)|q
′

E ≤ C E
(∫ t

0

∫
Z

|ξ(s, z)|pEν(dz) ds

)q′
p

(4.15)

Proof of Corollary 4.3. First, we consider the case q′ = p. Since ξ ∈ Mp([0, T ] × Ω × Z, P̂, λ ×
P × ν; E), so both integrals

∫ t

0

∫
Z
|ξ(s, z)|pEν(dz)ds and

∫ t

0

∫
Z
|ξ(s, z)|pEN(ds, dz) are well defined as

Lebesgue-Stieltjes integrals. We can obtain from Theorem 4.5 with q′ = p that

E sup
0≤s≤t

|u(s)|pE ≤ C E
(∫ t

0

∫
Z

|ξ(s, z)|pEN(ds, dz)
)

= C E
(∫ t

0

∫
Z

|ξ(s, z)|pEν(dz)ds

)
.

This shows (4.15) for q′ = p. Now we are in a position to show Inequality (4.15) for 0 < q′ < p. Let

q′ be fixed. Take λ > 0. Define stopping time

τ = inf{t ∈ [0, T ] :
(∫ t

0

∫
Z

|ξ(s, z)|pν(dz) ds

)1
p

> λ}.

The random variable τ is a stopping time. Indeed the process
∫ t

0

∫
Z
|ξ(s, z)|pν(dz) ds, 0 ≤ t ≤ T is

a continuous process and so the claim follows immediately. It follows from Chebyshev’s inequaliy

and Corollary 4.2 that

P
(

sup
0≤s≤t∧τ

|u(s)| > λ

)
= E1{sup0≤s<t∧τ |u(s)|>λ}(4.16)

≤ 1
λq

E sup
0≤s<t∧τ

|u(s)|q

≤ C

λq
E
(∫ t∧τ

0

∫
Z

|ξ(s, z)|pν(dz) ds

)q
p

≤ C

λq
E

[(∫ t

0

∫
Z

|ξ(s, z)|pν(dz) ds

)q
p

∧ λq

]
,

where we used the definition of stopping time τ and the increasing property of process
∫ t

0

∫
Z
|ξ(s, z)|pν(dz) ds,

0 ≤ t ≤ T . The rest of the proof can be done exactly in the same manner as in the proof of Theorem

4.5. �

Corollary 4.4. Let E be an martingale type p Banach space, 1 < p ≤ 2 satisfying Assump-

tion 4.1. Then for any n ∈ N there exists a constant C = C(n) such that for every every

ξ ∈
∩n

k=1 Mpk

([0, T ] × Ω × Z, P̂, λ × P × ν; E) and t ∈ [0, T ] we have

E sup
0≤s≤t

|ũ(s)|p
n

E ≤ C
n∑

k=1

E
(∫ t

0

∫
Z

|ξ(s, z)|p
k

E ν(dz)ds

)pn−k

.(4.17)

where ũ is the càdlàg modification of u as before.

The proof of Corollary 4.4 is similar to the proof Lemma 5.2 in Bass and Cranston [2] or of

Lemma 4.1 in Protter and Talay [19]. Essential ingredients of that proof are the following two

results. The first of them being about integration of real valued processes.
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Lemma 4.6. Let E be an martingale type p Banach space, 1 < p ≤ 2, satisfying Assumption 4.1.

For any 0 < q′ < ∞, there exists a constant C such that for all ξ ∈ Mp([0, T ]×Ω×Z, P̂, λ×P×ν;E)

we have

E sup
0≤s≤t

(∫ s

0

ξ(r, z)Ñ(dr, dz)
)q′

E

≤ C E
(∫ t

0

|ξ(s, z)|pEN(ds, dz)
)q′

p

, t ∈ [0, T ].(4.18)

Proof of Lemma 4.6. This result is a special case of Theorem 4.5 when S(t) = I, 0 ≤ t ≤ T . �

Lemma 4.7. For any n ∈ N there exists a constant Dn > 0 such for any process

f ∈
n∩

k=1

Mpk

([0, T ] × Ω × Z, P̂, λ × P × ν; R)

and t ∈ [0, T ], the following inequality

E sup
0≤s≤t

(∫ s

0

∫
Z

f(r, z)Ñ(dr, dz)
)pn

≤ Dn

n∑
k=1

E
(∫ t

0

∫
Z

|f(s, z)|p
k

ν(dz)ds

)pn−k

(4.19)

holds.

Proof of Lemma 4.7. We shall show this Lemma by induction. The case n = 1. This follows from

[3]. Now we assume that the assertion in the Claim is true for n − 1, where n ∈ N and n ≥ 2. We

will show that it is true for n. Since by assumption f ∈ Mp([0, T ]×Ω×Z, P̂, λ×P× ν; R), so both

integrals
∫ t

0

∫
Z
|f(s, z)|pN(ds, dz) and

∫ t

0

∫
Z
|f(s, z)|pν(dz)ds are well defined as Lebesgue-Stieltjes

integrals. Moreover, we have∫ t

0

∫
Z

|f(s, z)|pÑ(ds, dz) =
∫ t

0

∫
Z

|f(s, z)|pN(ds, dz) −
∫ t

0

∫
Z

|f(s, z)|pν(dz)ds.(4.20)

Hence by applying first inequality (4.18) and next the equality (4.20) we infer that

E sup
0≤s≤t

∣∣∣∣∫ s

0

∫
Z

f(r, z)Ñ(dr, dz)
∣∣∣∣pn

≤ CE
∣∣∣∣∫ t

0

∫
Z

|f(s, z)|pN(ds, dz)
∣∣∣∣p

n−1

≤ 2pn−1
C
{

E
(∫ t

0

∫
Z

|f(s, z)|p Ñ(ds, dz)
)pn−1

+ E
(∫ t

0

∫
Z

|f(s, z)|p ν(dz) ds

)pn−1 }
.

Next, by the inductive assumption applied to the real valued process |f |p ∈
∩n−1

k=1 Mpk

([0, T ]×Ω×
Z, P̂, λ × P × ν; R), we have

E
∣∣∣∣∫ t

0

∫
Z

f(s, z)Ñ(ds, dz)
∣∣∣∣p

n

≤ 2pn−1
C

Dn−1

n−1∑
i=1

E
(∫ t

0

∫
Z

|f(s, z)|p
i+1

ν(dz) ds

)pn−1−i

+ E
(∫ t

0

∫
Z

|f(s, z)|p ν(dz) ds

)pn−1


≤ Dn

n∑
k=1

E
(∫ t

0

∫
Z

|f(s, z)|p
k

ν(dz) ds
)pn−k

.

This proves the validity of the assertion in the Lemma for n what completes the whole proof. �
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Proof of Corollary 4.4. Let us take n ∈ N. By applying first Theorem 4.5 and next the equality

(4.20) when ξ ∈ Mp([0, T ] × Ω × Z, P̂, λ × P × ν; E), we infer that for all t ∈ [0, T ],

E sup
0≤s≤t

|ũ(s)|p
n

E ≤ C E
(∫ t

0

∫
Z

|ξ(s, z)|pE N(ds, dz)
)pn−1

≤ 2pn−1
C E

(∫ t

0

∫
Z

|ξ(s, z)|pE Ñ(ds, dz)
)pn−1

+2pn−1
C E

(∫ t

0

∫
Z

|ξ(s, z)|pE ν(dz) ds

)pn−1

≤ 2pn−1
C Dn−1

n−1∑
k=1

E
(∫ t

0

∫
Z

|ξ(s, z)|p
k+1

E ν(dz)ds

)pn−1−k

+2pn−1
C E

(∫ t

0

∫
Z

|ξ(s, z)|pE ν(dz) ds

)pn−1

≤ C(n)
n∑

k=1

E
(∫ t

0

∫
Z

|ξ(s, z)|p
k

E ν(dz)ds

)pn−k

,

where we used in the third inequality Lemma 4.6 with f replaced by real-valued process |ξ|pE ∈∩n−1
k=1 Mpk

([0, T ] × Ω × Z, P̂, λ × P × ν; R). This completes the proof of Corollary 4.4. �

5. Final comments

It is possible to derive inequality (1.1) by the method used by the second named authour and

Seidler in [8], see as inequality (4) therein. These authours used the Szekőfalvi-Nagy’s Theorem on

unitary dilations in Hilbert spaces. The latter result has recently been extended by Fröhlich and

Weis [6] to Banach spaces of finite cotype. However, this method works only analytic semigroups

of contraction type while the results from the current paper are valid for all C0 semigroups of

contraction type. Let us now formulate the following result whose proof is a clear combination of

the proofs from [8] and [6]. For the explanation of the terms used we refer the reader to the latter

work. Similar observation for processes driven by a Wiener process was made independently by

Seidler [18].

Theorem 5.1. Let E be an martingale type p Banach space, 1 < p ≤ 2. Let −A be a generator

of a bounded analytic semigroup in E such that for some θ < 1
2π, the operator A has a bounded

H∞(Sθ) calculus. Then, for any 0 < q′ < ∞, there exists a constant C such that for all ξ ∈
Mp([0, T ] × Ω × Z, P̂, λ × P × ν; E) we have

E sup
0≤s≤t

(∫ s

0

ξ(r, z)Ñ(dr, dz)
)q′

E

≤ C E
(∫ t

0

|ξ(s, z)|pEN(ds, dz)
)q′

p

, t ∈ [0, T ].(5.1)

The following result could be derived immediately from the proof of above theorem.

Corollary 5.1. Let E be a martingale type p Banach space, 1 < p ≤ 2. Let −A be a generator of a

bounded analytic semigroup in E such that for some θ < 1
2π the operator A has a bounded H∞(Sθ)

calculus. Then, the stochastic convolution process u defined by (1.1) has càdlàg modification.
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