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Abstract. We survey recent advances on the interface between computability

theory and algorithmic randomness, with special attention on measures of
relative complexity. We focus on (weak) reducibilities that measure (a) the

initial segment complexity of reals and (b) the power of reals to compress

strings, when they are used as oracles. The results are put into context and
several connections are made with various central issues in modern algorithmic

randomness and computability.

1. Introduction

The study of the continuum from an algorithmic perspective is largely based
on reductionism, i.e. the idea that a whole can be understood if we understand its
parts, and the relationships between them. In this respect, a considerable part of
the research in this area concerns various notions of reductions amongst reals and
the algebraic study of the associated degree structures.

Within this framework, algorithmic information theory (in the tradition of Kol-
mogorov, Solomonoff, Martin-Löf, Chaitin and Levin) has received a great deal
of attention from researchers in computability theory. As a result, a considerable
body of research has been produced on the interface of computability theory with
algorithmic randomness. Much of this development has been documented in the
recent monographs [DH10, Nie09]. The introduction of reducibilities and the ap-
plication of methodologies from computability theory to algorithmic randomness
has been a considerable part of this movement; for example see [DHL04]. At the
same time, many of the traditional techniques in computability theory proved inad-
equate to deal with certain problems (see below) and new methods and novel types
of arguments were developed, establishing a new area that lies between classical
computability theory and algorithmic randomness. Furthermore, certain concepts
and results in this area turned out to be very useful for a number of problems in
classical computability theory.

The purpose of this survey is threefold. First, we wish present a number of
recent developments on relative randomness, in the context of the existing work in
the more general area of randomness and computability. This presentation aims
to give easy access and an overview of these developments. Second, in the light of
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these advances we wish to take a step back and reconsider the underlying measures
of complexity that form the basis of this work. Are they faithful formalizations
to the intuitive notions that they are supposed to represent? Our analysis and
comparison of different measures provide a rigorous context in which this question
can be formally addressed. For example, we give examples of measures that are
supposed to represent the same intuitive notion, yet their theories differ on a very
basic level. The critical layer of this survey focuses on the exposition of such
anomalies. Third, we suggest research directions in the form of a number of open
questions that stem from and are motivated by our discussions.

In order to make the text more readable, many of the results that we discuss
are not given in full generality. Moreover the list of citations is not complete; our
choice represents the topics and the issues that we wish to highlight. The focus is
on measures of complexity in the form of (weak) reducibilities that measure

(a) the initial segment complexity of reals;
(b) the power of reals to compress strings, when they are used as oracles.

The overall goal is to provide a coherent and readily accessible picture of this
topic and point to interesting research directions. The most recent accounts on
the progress in this area is [MN06] and the above mentioned monographs, each of
which featuring a considerable number of open problems. Although the focus of
these accounts is broader, the present survey includes an overview of the solution
to a number of the problems posed in these publications.

In Section 2 we give a brief overview of the theory of algorithmic randomness.
Based on the fundamental notions of complexity and randomness, we can define
various measures of relative complexity (these are preorders that partially order
the continuum) and develop tools for the classification of the continuum in terms
of relative initial segment complexity.

Already in this introductory section the reader can find recent results and re-
search trends, as well as open questions. Section 3 focuses on aspect (a) above,
namely the measures of complexity that concern the initial segment complexity of
reals. The global and local structures of the degrees of randomness are discussed as
well as special topics like ‘reals with very low nontrivial initial segment complexity’
and reals that are ‘bounded by a random real’. Section 4 focuses on aspect (b)
above, namely the measures of complexity that concern the compression power re-
als when they are used as oracles. Finally the last section contains a comparison of
the various measures of complexity that are discussed in the previous versions and
reveals several crucial differences on measures that purport to formalise the same
intuitive notions.

Throughout the text there are displays of statements in-between the main text.
There are three types of these displays. Firstly, there are theorems which are written
precisely, often with mathematical notation. Secondly, there are theorems which
are written in a more informal manner, in plain English. Any ambiguity that may
arise from this style of presentation is resolved in the sentence that follows it in the
main text. The third type of these displays is the one where the text is enclosed in
double quotation marks. These are informal sentences about the complexity of sets
which admit more than one interpretations, in terms of the different definitions
that we consider for the quantification of the complexity of reals. The precise
interpretations of this type of displays are discussed in the main text that follows
them.
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Some results appear more than one times throughout the text, in different con-
texts. This controlled repetition is desirable since the purpose of this survey is to
provide a coherent picture of this research topic, and not a mere list of theorems.

2. Measures of algorithmic complexity

There have been several proposals for a mathematical definition of randomness
in the 20th century. We will primarily use the paradigm of compressibility, which
is due to Kolmogorov. Equivalent approaches such as the definition of Martin-Löf
will be occasionally discussed. Section 2.1 is a brief introduction to the ideas and
language of Kolmogorov complexity that are used in this presentation.

Kolmogorov complexity provides a robust mathematical definition of the initial
segment complexity of a string, as a function of the lengths of the initial segments.
Given this basic definition, a fruitful way to study the initial segment complexity of
a sequence is to compare it with the initial segment complexity of other sequences.
Similarly, one may measure the power of an oracle X to compress (i.e. give short
descriptions of) programs by comparing the distribution of complexities of programs
relative to X with the corresponding distribution relative to other oracles Y .

Measures of relative complexity provide a formal way to do this. Formally, these
are preorders (i.e. reflexive and transitive relations) that partially order the contin-
uum. A preorder induces an equivalence relation on the continuum and we often
refer to the equivalence classes as ‘degrees’; the partially ordered structure of the de-
grees (according to the original preorder) is often called the ‘degree structure’ that
is induced by the preorder. When the preorder represents a measure of complexity
(formalizing the notion that a sequence is more complex than another sequence) we
regard the sequences in a single degree as having the same ‘amount of complexity’.

When we set out to invent a measure of relative complexity we are confronted
with the problem of choosing amongst many appealing alternatives. Different mea-
sures have distinctive qualities that may be advantageous in certain situations (e.g.
restricted to certain classes of sequences) but not in others. In Section 2.2 (con-
cerning initial segment complexity) and Section 2.3 (concerning oracle power to
compress programs) we introduce the reader to a number of different measures
that are appealing in some ways (perhaps not in others) and are based on a clear
intuitive idea. This is not simply a list of definitions that will be used in the fol-
lowing sections; rather, it is an exploration of the ways that one might proceed for
the invention of an appropriate measure of relative complexity.

A large part of the current research in the interface between algorithmic ran-
domness and computability theory today is devoted to the study of classes of reals
with very low complexity. Such triviality notions are often obtained by considering
the sequences which are ‘below’ all sequences with respect to some preorder that is
related to initial segment complexity. Section 2.4 is devoted to this subtopic which
is quite central in our study. In Section 2.5 we elaborate on our programme of
comparing various measures of complexity, thus motivating the results presented in
the main part of this survey which facilitate these comparisons.

2.1. Algorithmic randomness and complexity. A standard measure of the
complexity of a finite string was introduced by Kolmogorov in [Kol65] (an equiva-
lent approach was due to Solomonoff [Sol64]). The basic idea behind this approach
is that simple strings have short descriptions relative to their length while complex
or random strings are hard to describe concisely. Kolmogorov (and Solomonoff)
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formalized this idea using the theory of computation. In this context, Turing ma-
chines play the role of our idealized computing devices, and we assume that there
are Turing machines capable of simulating any mechanical process which proceeds
in a precisely defined and algorithmic manner. Programs can be identified with
binary strings.

A string τ is said to be a description of a string σ with respect to a Turing
machine M if this machine halts when given program τ and outputs σ. Then
the Kolmogorov complexity of σ with respect to M (denoted by CM (σ)) is the
length of its shortest description with respect to M . It can be shown that there
exists an optimal machine V , i.e. a machine which gives optimal complexity for all
strings, up to a certain constant number of bits. This means that for each Turing
machine M there exists a constant c such that CV (σ) < CM (σ) + c for all finite
strings σ. Hence the choice of the underlying optimal machine does not change
the complexity distribution significantly and the theory of Kolmogorov complexity
can be developed without loss of generality, based on a fixed underlying optimal
machine U . We let C denote the Kolmogorov complexity with respect to a fixed
optimal machine.

When we come to consider randomness for infinite strings, it becomes important
to consider machines whose domain satisfies a certain condition; the machine M
is called prefix-free if it has prefix-free domain (which means that no program for
which the machine halts and gives output is an initial segment of another). Similarly
to the case of ordinary Turing machines, there exists an optimal prefix-free machine
U so that for each prefix-free machine M the complexity of any string with respect
to U is up to a constant number of bits larger than the complexity of it with respect
to M . We let K denote the prefix-free complexity with respect to a fixed optimal
prefix-free machine.

In order to define randomness for infinite sequences, we consider the complexity
of all finite initial segments. A finite string σ is said to be c-incompressible if
K(σ) ≥ |σ| − c. Levin [Lev73] and Chaitin [Cha75] defined an infinite binary
sequence X to be random (also called 1-random) if there exists some constant c
such that all of its initial segments are c-incompressible. By identifying subsets
of N with their characteristic sequence we can also talk about randomness of sets
of numbers. Moreover the above definitions and facts relativize to an arbitrary
oracle X when the machines that we use have access to this external source of
information. For example, in this case we write KX for the corresponding function
of prefix-free complexity. An infinite binary sequence that is random relative to
the halting problem ∅′ is called 2-random (and similarly for the various iterations
of the halting problem). Further variations (for example weak 2-randomness, see
[Nie09, Section 3.6]) may be obtained by varying the definitions.

This definition of randomness (i.e. 1-randomness) of infinite sequences is in-
dependent of the choice of underlying optimal prefix-free machine, and coincides
with other definitions of randomness like the definition given by Martin-Löf in
[ML66]. The coincidence of the randomness notions resulting from various different
approaches may be seen as evidence of a robust and natural theory.

2.2. Initial segment complexity. Comparing the complexity of a real with the
complexity of other reals is a classical method of measuring complexity in the
theory of computation. In the case of initial segment complexity, a number of such
measures were introduced by Downey, Hirschfeldt and LaForte in [DHL01, DHL04]
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(the definitions and results in this section are from this work, unless otherwise
stated). Perhaps one of the most straightforward choices for such a measure is ≤K

which is defined as

(2.1) X ≤K Y
def⇐⇒ ∃c∀n (K(X �n) ≤ K(Y �n) + c).

We may express the fact that X ≤K Y simply by saying that the prefix-free initial
segment complexity of X is less than (or equal to) the prefix-free initial segment
complexity of Y . The plain complexity version ≤C of the above relation is defined
analogously.

(2.2) X ≤C Y
def⇐⇒ ∃c∀n (C(X �n) ≤ C(Y �n) + c).

Although these relations are preorders (i.e. reflexive and transitive relations), many
would argue that they do not constitute ‘reducibilities’. Indeed, unlike traditional
relative measures of complexity like Turing reducibility, they do not have an un-
derlying effective procedure that connects (transforms) one member of the relation
to the other. Since there is no underlying reduction associated with these measures
we often refer to them as ‘weak reducibilities’. The distinction between measures
of relative complexity that are reducibilities and those that are not is discussed in
more depth in Section 2.5.

The relations defined in (2.1) and (2.2) were already implicit in the widely cir-
culated manuscript of Solovay [Sol75], where the following reducibility (now known
as Solovay reducibility) was introduced for the study of Chaitin’s halting proba-
bilities of universal prefix-free machines. Given two left c.e. reals α, β we say that
α ≤S β (in words, α is Solovay reducible to β) if there is a constant c and a partial
computable functions f : Q → Q such that for each rational number q < β we
have f(q) ↓, f(q) < α and α − f(q) < c · (β − q). Informally, this means that any
increasing computable sequence that converges to β can be effectively transformed
to an increasing computable sequence that converges to α at least as fast. Solovay
reducibility measures the hardness of monotone approximation for c.e. reals (from
below) and, as demonstrated in [Sol75] it also provides a way to quantify the ran-
domness in a c.e. real. For example, Solovay showed that α ≤S β implies α ≤K β
and α ≤C β; moreover the random c.e. reals are greatest elements in the partial or-
der of c.e. reals under ≤S . The associated degree structure is known as the Solovay
degrees. This structure has been extensively studied in the literature (for example
it is dense and has undecidable first order theory, see [DHN02, DHL07]) and we
will not focus on it in this survey. However Solovay reducibility will be discussed
in relation with the other measures of complexity that are the main subject of
discussion.

Since Solovay reducibility is defined via monotone effective approximations, it
cannot serve as a measure of relative complexity for reals that do not have a com-
putable approximation. A proposal for a measure which extends ≤S and is defined
uniformly on all sequences, yet (contrary to ≤K and ≤C) resembles a reducibility
was made by the name relative K reducibility (in symbols, rK), which is defined as

X ≤rK Y
def⇐⇒ ∃c∀n (K(X �n | Y �n) ≤ c).

Note that X ≤rK Y can be defined equivalently using plain complexity, by the
relation ∃c∀n (C(X �n | Y �n) ≤ +c). This follows from the basic relations between
plain and prefix-free complexity, namely the fact that there exists a constant d such
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that C(σ|τ) ≤ K(σ|τ) + d and K(σ|τ) ≤ 2C(σ|τ) + d for all strings σ, τ . It is often
convenient to use the following characterization.

X ≤rK Y iff there exists a partial computable function f : 2<ω × N → 2<ω

and a constant k such that ∀n∃j < k (f(B �n, j) ↓= A �n).

The precursor of ≤rK was a severe restriction of oracle computation that is now
known as computably Lipschitz reduction (in symbols ≤cl). Formally, A ≤cl B
if the first n bits of A can be computed by a machine from the first n + c bits
of B (uniformly in n) for some constant c. Although ≤cl is sensitive to initial
segment considerations, it is too restricted for the role of a measure of randomness.
However it has been thoroughly studied in [BL06a, BL06c, Day10, ASDFM11] and
can be seen as a notion of efficient oracle computation. Moreover it is occasionally
relevant in discussions about randomness. For example, a formal counterpart of
the following rather surprising fact was obtained in [BL07].

If a typical sequence is computed efficiently by another sequence,

then the two sequences have the same information.

The formal version of this statement may be obtained by replacing ‘typical’ with
Martin-Löf random, ‘computed efficiently by’ with ‘≤cl-reducible to’ and letting
‘same information’ mean ‘in the same Turing degree’. Another example of the rele-
vance of ≤cl to algorithmic randomness is the fact that, in the class of computably
enumerable sets it coincides with ≤S (see [DHL01, DHL04]).

2.3. Computational strength. Turing reducibility is the archetypical example
of a measure of computational strength. It formalizes the notion that (ignoring the
various limitations of computational resources) all the information encoded in one
real can be recovered from another real, in an algorithmic manner. In algorithmic
randomness we often need to formalize notions like ‘a real A can compress finite
programs at least as well as a real B’. If B can compute A then it can simulate
any algorithmic procedure that uses A as an oracle. However, as we see in the next
sections, the converse does not hold. More generally, an oracle B may be able to
perform a class of algorithmic tasks (such as compression of programs) as efficiently
as A can, although it is incapable of computing A. These considerations lead to
the introduction of weaker measures of computational strength.

In order to formalize the above example we may use KX , which is the prefix-free
complexity function relative to oracleX. A natural way to compare the compression
power of oracles was introduced in [Nie05] in the form of the reducibility ≤LK .

X ≤LK Y ⇐⇒ ∃c∀σ (KY (σ) ≤ KX(σ) + c).

In other words X ≤LK Y formalizes the notion that Y can achieve an overall
compression of the strings that is at least as good as the compression achieved by
X. A related measure is ≤LR which formalizes the notion that every real whose
initial segments can be compressed by one of the oracles, can also be compressed
by the other oracle. More precisely (and in a contrapositive form), X ≤LR Y if
every random (i.e. ‘incompressible’) sequence relative to Y is also random relative
to X. Clearly X ≤LK Y implies X ≤LR Y . Surprisingly, the converse also holds, so
that the two relations coincide [KHMS12]. Based on this coincidence (for reasons
of uniformity) in this presentation we refer to various results that were originally
proved for ≤LR in terms of ≤LK . In principle, a proof about ≤LR can be routinely
‘translated’ in terms of ≤LK and vice-versa. One may define analogues of ≤LR
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based on different notions of randomness. For the case of ‘weak 2-randomness’ we
refer to [BMN12, Section 4].

A remarkable connection between ≤LK and ≤K was obtained in [MY08].

(2.3) If X,Y are 1-random then X ≤K Y ⇒ Y ≤LK X.

This result is based on van Lambalgen’s theorem, which says that X ⊕ Y is 1-
random if and only if X is 1-random and Y is 1-random relative to X. In fact,
much of the study of ≤K in [MY08] is based on the use of a related measure of
complexity that is called ‘van Lambargen’s reducibility’ and serves as a connection
between randomness and relative computational power. An informal interperation
of (2.3) is the following.

Amongst 1-random reals, more randomness implies less ability to de-

randomize (in a sense, less information).

Such interactions between randomness and information is one of the main themes
in this area.

2.4. Triviality notions. As much as we are interested in random sequences, the
other end of the spectrum has turned out to be equally interesting and an integral
part of the study of high complexity. Computational weakness refers to the least
‘degree’ of complexity and a number of precise expressions of it may be obtained
by considering the sequences that are ‘reducible’ (or ‘weakly reducible’) to every
other sequence with respect to the measures that we discussed in Sections 2.2 and
2.3. These are supersets of the computable sequences, and an interesting feature is
that in many cases they are proper supersets. For example, consider the sequences
in the least K-degree. These are the sequences X which have the least possible
initial segment prefix-free complexity, i.e. ∃c∀n K(X �n) ≤ K(n) + c. In other
words, they are as simple as the infinite sequence of 0s. These sequences are called
as K-trivial and Solovay [Sol75] showed that they can be noncomputable. Another
class of computational weak sequences is the lowest LK degree. This consists of
the Y such that KY and K are equal, modulo a constant number of bits. In other
words, if they are used as an oracle they do not improve the compression of strings.
In [Nie05] it was shown that a sequence is low for K if and only if it is K-trivial,
i.e.

(2.4)
The oracles that do not improve the compression of finite programs are

exactly the oracles with trivial initial segment prefix-free complexity.

This is a surprising coincidence between easily describable and computationally
weak sequences. This seminal result provided the first alternative characteriza-
tion of the K-trivial sequences and motivated a considerable volume of research on
‘lowness classes’. A number of different characterizations of the K-trivial sequences
have been obtained since. This can be seen as evidence that this class is robust and
plays an important role in computability and randomness. The following charac-
terization is from [BL11b]. If A is a c.e. set then {X | X ≤K A} ⊆ ∆0

2 (see [BV11]).
It turns out that A is K-trivial if and only if the above class is uniformly ∆0

2.

A c.e. set A is K-trivial if and only if the family of sets of lesser

prefix-free complexity is uniformly computable from 0′.

One direction in this equivalence is the fact that the class of K-trivial sets is uni-
formly ∆0

2. This a highly nontrivial consequence of the main result from [Nie05]
that we discussed above. The other direction is a dual argument that shows that
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for each c.e. set of nontrivial initial segment complexity, the class of sets of lesser
complexity is ‘effectively large’ (but countable).

An analogous characterization was obtained in [Bar10c] with respect to a mea-
sure of computational strength from Section 2.2.

(2.5) A ∆0
2 set A is K-trivial if and only if {X | X ≤LK A} is countable.

Moreover, if A ∈ ∆0
2 is not K-trivial, then the class {X | X ≤LK A} is ‘effectively

uncountable’ in the sense that it contains the paths through a perfect computable
tree. With some additional effort, this tree can be chosen so that it does not
have K-trivial paths. Such a stronger version of (2.5) can be used to show that
{X | X ≤LK A} contains reals from many well known classes from computability
(provided that A is not K-trivial). This is done through the application of basis
theorems from computability theory (see [BB12] for more details).

More triviality notions may be obtained by considering various ‘lowness notions’.
For example, a set X is ‘low for random’ if every random real is also random relative
to X (in symbols, if X ≤LR ∅). Moreover Y is ‘low for K’ if the function σ 7→ K(σ)
is equal to σ 7→ KY (σ) within a constant (in symbols, Y ≤LK ∅). By [Nie05] both
of these notions coincide with K-triviality. We may relax these conditions in order
to obtain larger classes. For example, a set X is ‘low for Ω’ if Chaitin’s Ω is random
relative to X. This relaxed version of ‘low for random’ was introduced in [NST05],
where it was shown that it is different than the original notion. A relaxation of
‘low for K’ is obtained by requiring that lim infn(K(σ) −KY (σ)) < ∞ instead of
lim supn(K(σ)−KY (σ)) <∞. These sets are called ‘weakly low for K’ but we will
also refer to them as ‘infinitely often low for K’. Miller [Mil10] showed that a set
is low for Ω if and only if it is infinitely often low for K. He also showed that this
class has measure 1.

The characterization (2.5) can be generalized to all sets if we consider the above
superclass of the K-trivial reals.

(2.6) lim infn
(
K(σ)−KY (σ)

)
<∞ if and only if {X | X ≤LK A} is countable.

This result is from [BL11a] and provided an answer to a question from [Mil10]
(which also appeared in [Nie09, Problem 8.1.13]).

We may also attempt a relaxation of K-triviality be requiring (in analogy with
the ‘infinitely often low for K’) that lim infn(K(X �n)−K(n)) <∞. The reals X
which satisfy this condition are called ‘infinitely often K-trivial’ and have proved
very useful in the study of the K-degrees. In [BV11] it was shown that all (weakly)
1-generic and all c.e. sets are infinitely often K-trivial. Moreover such reals exist
in every truth-table degree, although they are contained in a null class. Similar
considerations with respect to plain complexity define the ‘infinitely often C-trivial’
reals and the above observations hold in this case too. As we discuss in Section 3.5,
these notions are likely to characterise the degrees with the countable predecessor
property in the degrees of randomness. Curiously enough, the only classes of reals
that we know are infinitely often K-trivial are also infinitely often C-trivial. This
observation motivates the following open question.

Question 1. Are the classes of the infinitely often K-trivial reals and the infinitely
often C-trivial reals different?

Another related result from [BV11] is the following trichotomy. A set X is called
‘complex’ if its initial segment complexity is bounded from below by a computable
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order (i.e. nondecreasing and unbounded function). It is not hard to see that this
notion is invariant under the version of initial segment complexity that is used
(plain or prefix-free).

Every real is either complex or infinitely often K-trivial, or both.

Moreover the same statement holds in terms of plain complexity.
The class of K-trivial sequences is far from trivial and, in fact, has very rich

structure. There are several more ways one can reveal the complexities of this class.
From the point of view of classical computability theory, the study of the ideal of
the K-trivial sequences in the Turing degrees has attracted considerable attention.
A number of results about the upper bounds of this ideal where established in
[KS09, BN11, BD12], in response to [MN06, Questions 4.2 and 4.3]. The study of
the quotient structure of the c.e. Turing degrees modulo the K-trivial degrees is
also of interest. Intuitively, it gives information about the degrees of unsolvability
of c.e. sets when K-trivial information is available ‘for free’. The following is a
direct consequence of [BD12].

The quotient structure of the c.e. Turing degrees modulo the

K-trivial degrees has no minimal pairs.

We do not know much more about this structure; for example, the following basic
question is open.

Question 2. Is the quotient upper semi-lattice of the c.e. Turing degrees modulo
the K-trivial degrees dense?

We may also explore its complexity as a Σ0
3 class. Given a constant c, by the

coding theorem (see [Nie09, Theorem 2.2.26] for a modern presentation) there are
only finitely many infinite binary sequences X that are K-trivial with constant c
(i.e. ∀n, K(X �n) ≤ K(n)+c). If we denote the latter finite class by Kc, the class of
the K-trivial sequences is stratified in the cumulative hierarchy of the finite classes
Ki, i ∈ N. The function c 7→ |Kc| giving the sizes of the classes in the hierarchy is
clearly ∆0

4 and (it is not hard to show that it is) not ∆0
2. In computability theory

it is rather common for sets to have the maximum complexity not explicitly ruled
out by their definition or their construction (for example a Σ0

1 set is likely to be
Σ0

1-complete unless it is obviously computable).1 Rather surprisingly, the function
c 7→ |Kc| is actually considerably simpler than what it looks: it is ∆0

3.

(2.7)
Given input c, the number of reals with prefix-free complexity

bounded by K(n) + c can be computed by 0′′.

This result from [BS11] provided an answer to a question from [DH10, Section
10.1.4]) which also appears in [Nie09, Problem 5.2.16]. The reasons for this unex-
pected complexity reduction are rather deep and highly related to the nontrivial
fact that K-trivial sequences cannot be Turing complete. The incompleteness of the
K-trivial sequences provides an arguably natural solution to Post’s problem (see
[DH10, Section 11.1.2]) and a further contrast to the ‘maximum degree principle’
of [JS72].

Although (2.7) gives the exact arithmetical complexity of the function c 7→ |Kc|,
we do not know how powerful this function is when it is used as an oracle.

1A specific version of this for constructions of c.e. sets is discussed in [JS72] (also see [Soa87,
Exercise V.5.6]) under the name ‘maximum degree principle’.
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Question 3. Does the function c 7→ |Kc| compute 0′ or even 0′′?

We note that the answer to this question may depend on the choice of the underlying
universal machine.

2.5. Comparison of different measures of complexity. We have introduced
a number of different measures of complexity. In the following sections we seek to
provide an in-depth critical review of these measures and assess their effectiveness
in faithfully representing the intuitive notions upon they where defined. We do this
by studying their properties and by making comparisons amongst them.

A very basic task that authors often perform upon the introduction of a new
measure of complexity is to separate it from previously known measures (or, in
some cases, show that it coincides with a known measure). This is similar to
separating complexity classes or randomness notions and it often amounts to using
a technical argument (in our case, a diagonalization or a priority argument) for
the construction of special purpose sequences that demonstrate the separation (e.g.
see [DHL01, DHL04] and [MS07] for such separations concerning a number of the
measures that we introduced).

In our analysis we will not be concerned with such ‘artificial’ separations. In-
stead, we seek to expose essential differences between the various measures, like
simple order-theoretic properties that one may satisfy while others may not. Such
differences are especially interesting in the case where two measures purport to be
formalizations of the same notions. For example, in comparing the initial segment
complexity of sequences one may choose to use the plain complexity ≤C measure or
the prefix-free complexity measure ≤K . It is rather easy to produce artificial (i.e.
special-purpose) examples X,Y such that X ≤K Y but X 6≤C Y . However such
local differences do not reveal any intrinsic difference between the two measures.
In contrast, consider the following statement.

“In the c.e. degrees of randomness, every pair of non-trivial

degrees has a non-trivial lower bound.”

This is known to hold for ≤K and is known not to hold for ≤C (where non-trivial
means ‘not in the lowest degree’). Not only this is a definable 2-quantifier statement
in the ≤K and ≤C degree structures of the c.e. sets but it is a natural algebraic
property that is often considered in the study of partial orders. Yet the two models
based on≤K and≤C give a different answer (despite the fact that they both purport
to model the structure of relative initial segment complexity amongst reals). The
following is a property of a different kind, but serves the same purpose in the
comparison of ≤K and ≤C . A splitting of c.e. set A is a pair of disjoint c.e. sets
B,C such that B ∪ C = A.

“Every c.e. set can be split into two disjoint c.e. sets of the same degree.”

This property is known to hold for ≤K but fails for ≤C (and, in fact, for all
other measures considered in this survey). Our analysis of measures of complexity
focuses on such intrinsic properties that provide information about their nature.
Sections 3 and 4 discuss various results about relative initial segment complexity
and compressing power respectively. Section 5 provides detailed comparisons of
different measures of the type we indicated above, based on the results that are
presented in the previous sections.
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Turing reducibility (and its variations) is the archetypical reducibility in com-
putability theory. In particular, the theory of the Turing degrees is more developed
than any theory of degrees related to algorithmic complexity. Hence when we are
confronted with a problem regarding one of the newer measures of complexity that
we introduced, we often attempt to adapt a method that works in the Turing de-
grees to the new preorder. After all the preorders of Sections 2.2 and 2.3 are all
Σ0

3, as ≤T is. Sometimes this approach succeeds. The one theorem (and associ-
ated method of proof) about ≤T that applies successfully and uniformly to ≤r for
r ∈ {ibT, cl, S, rK,K,C} and other related measures of complexity is the following
result from [Sac63], which is known in the literature as the Sacks splitting theorem.

“Every c.e. set A of nonzero degree can be split into two disjoint c.e. sets of strictly

lesser incomparable degrees which have least upper bound the degree of A.”

The proof for the various reducibilities is a direct adaptation of the original argu-
ment. See [Ste11, Chapter 2], [Bar11a, Section 5] (and [BHLM12] for a generalized
version).2 A similar splitting theorem also holds for ≤LK (see Section 4.2).

In some cases (e.g. c.e. splitting inside a degree) Turing degree methods and
the associated results cannot be transferred to the above measures of complexity.
As it is discussed in [BV11], this can often be explained by the fact that Turing
reducibility can be characterized in terms of arithmetical definability and a good
number of Turing degree techniques are based on this special property. On the
other hand, in some cases such a transfer is possible but requires additional effort.
In such cases that concern weak reducibilities , an often fruitful methodology is
to exhibit parts of the structures where the link with definability survives to some
extend. This was demonstrated in [BV11] (where the lower cones below infinitely
often K-trivial sets where used for ≤K) and [Bar10a] (where the lower cones below
the infinitely often low for K sets where used for ≤LK).

3. Initial segment complexity of infinite sequences

The oscillations of the initial segment complexity of a real are rather unpre-
dictable and often hard to control. As an illustration, consider the following exam-
ple from [CM06]. There exists an order (i.e. unbounded nondecreasing function)
g such that no real can be constructed with K(X �n) restricted in the interval
(K(n),K(n) + g(n)) unless K(X �n) is K(n) (modulo a constant). In other words,
although we are allowed an (eventually) unbounded number of extra bits of com-
plexity (namely g(n) at length n) it is not possible to use them in increasing the
complexity of X �n.3

Another case of interest is the oscillations of K(A �n) in (K(n), 4 log n) when A
is a c.e. set. In this case K(A �n) has to drop to K(n) infinitely often. If A is not
K-trivial then these ‘dips’ of complexity happen on lengths n of high Kolmogorov
complexity (hence, at unpredictable lengths); moreover this property is shared by
a considerable number of other classes of reals from computability theory like the
generics (see Section 3.3).

2Some care is needed in the details of this adaptation since for example, with respect to these

reducibilities the degree of B ⊕C is not always the least upper bound of the degrees of B and C.
However it is not hard to verify that if B,C is a splitting of a c.e. set A then the degree of A is

the least upper bound of the degrees of B,C.
3This is because these extra bits are given very ‘slowly’. Such orders g are not definable in

arithmetic by formulas with less than two quantifiers, see Section 3.3.
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3.1. Oscillations of initial segment complexity of random reals. In the case
of random reals X, the complexity K(X �n) oscillates between n and n + K(n).
Van Lambalgen envisioned these oscillations as a way to quantify randomness.

“Although this oscillatory behaviour is usually considered to be a nasty

feature, we believe that it illustrates one of the great advantages of com-

plexity: the possibility to study degrees of randomness.” [vL87]

This suggestion was followed up by a number of authors, giving concrete results
which show that the properties of initial segment complexity oscillations of random
reals often indicate how random the real is. For example, by [Mil10],

a set X is random relative to ∅′ if and only if there is a constant c such

that K(X �n) is larger than n+K(n)− c for infinitely many n.

Moreover a corresponding statement was obtained for plain complexity in [NST05,
Mil04]: X is random relative to ∅′ if and only if C(X �n) is larger than n for
infinitely many n.

The study of the oscillations of the initial segment complexity of reals also give
results about the degrees of randomness; this was demonstrated in [MY10]. We
give some examples of the oscillation properties which can be used in order to
derive various basic structural properties of the K-degrees of random reals (see
Section 3.5). The ample excess lemma from [MY08] says that if X is 1-random
then K(X �n)−n grows fast, in the sense that

∑
n 2n−K(X�n) is finite (the converse

is obvious). In particular K(X �n)− n tends to infinity as n→∞ (an older result
by Chaitin). Given these facts, the following open question comes into focus.

Question 4. Are there 1-random X,Y such that lim infn
(
K(Y �n)−K(X �n)

)
is

finite but X <K Y ?

By [LV97, Exercise 3.6.3(a)], if
∑

n 2−f(n) =∞ for a computable function f then for
each real X we have K(X �n) < n+K(n)−f(n) for infinitely many n. In the same
fashion but somewhat more generally, the upward oscillations in the complexities
of almost all reals are described in the following result from [MY10].

If
∑

n 2−g(n) < ∞ for some function g, then for almost all reals X there

exist infinitely many n such that K(X �n) < n+ g(n).

Some reals have rather high initial segment complexity without being ‘random’.
The following result from [BD09] illustrates an instance of this phenomenon.

If h is any function that tends to infinity then there exists a set X which

is not 1-random and ∃c∀n K(X �n) ≥ n− h(n)− c.
On the other hand some 1-random reals may have certain ‘dips’ in their initial
segment complexity, as the following result from [MY10] illustrates.

Given any function h which tends to infinity, there exists a 1-random real

X such that K(X �n) < n+ h(n) for infinitely many n.

For more results of this kind on downward and upward prefix-free complexity os-
cillations of reals we refer to the citations of this section.

3.2. Initial segment complexity of c.e. and ∆0
2 sets. If A is a c.e. set then

C(A �n) oscillates between C(n) and 2 log n, ‘hitting’ the lower bound C(n) infin-
itely often (the latter is an observation from [HKM09]). In particular, since C(n)
is bounded by log n, there is no c.e. set A such that C(A �n) is always above 2 log n
(this was originally observed in [Sol75]). Kummer [Kum96] showed that the initial
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segment complexity of certain c.e. sets achieves the upper bound 2 log n infinitely
often. In fact, he illustrated the following ‘gap phenomenon’. Given any c.e. degree
a, then either there is A ∈ a such that C(A �n) ≥ 2 log n−c for some c and infinitely
many n, or for all A ∈ a and all orders f we have C(A �n) ≤ log n + d for some d
and all n. In other words,

either all sets in a have initial segment complexity asymptotically below

logn or some set in α has maximal complexity (i.e. 2 logn) infinitely often.

According to this analysis, the ‘complicated’ c.e. sets are the ones whose initial seg-
ment complexity ‘hits’ the upper bound 2 log n infinitely often. A stronger hardness
property, which can be realized in the class of the c.e. sets, was introduced and stud-
ied in [KHMS06, KHMS11]. They called a set A complex if C(A �n) ≥ f(n) for
some computable order f .4 Moreover they showed that a c.e. set A is complex if
and only if ∅′ ≤wtt A.

However none of these complexity properties indicates a completeness phenom-
enon regarding the initial segment complexity of c.e. sets. For example, some c.e.
sets may achieve the upper bound 2 log n infinitely often, but they may do so at
different lengths. There is no indication as to whether there are c.e. sets whose
initial segment complexity bounds the complexity of any other c.e. set. Quite sur-
prisingly (in view of the previous discussion) such complete c.e. sets were discovered
in [BHLM12].

(3.1) There exists a c.e. set A such that for every c.e. set W , ∃c∀n C(W �n |A �n) ≤ c.

According to the discussion in Section 2.2, this fact also holds with respect to prefix-
free complexity. Moreover in implies that the plain or prefix-free complexity of the
set A dominates (modulo a constant) the plain or prefix-free complexity of any
c.e. set, respectively. This latter property suggests an analogy with the Chaitin’s
numbers Ω. Indeed, the halting probabilities of universal prefix-free machines can
be characterized as the c.e. reals with maximum initial segment complexity amongst
the c.e. reals (and with respect to a variety of measures like ≤S , ≤C , ≤K); this
result was obtained cumulatively in [Sol75, KS01, CHKW01] (see [DH10, Section
9.2] for an integrated and simplified presentation).

Clearly, the c.e. sets with maximum initial segment complexity (amongst the c.e.
sets) are complex (in the sense of [KHMS06, KHMS11]) but the converse does not
hold (see [BHLM12]). It appears that this class of maximally complicated c.e. sets
is new in computability theory. A natural example of a c.e. set with this property
was recently discovered by Barmpalias and Zhenhao Li. This is the well-known set
of nonrandom strings (i.e. set of strings σ such that C(σ) < |σ|) which was first
introduced and studied by Kolmogorov.

The above results already indicate that translating results about complexity
oscillations into structural properties in related degree structures is a fruitful ap-
proach also in the case of the c.e. and the ∆0

2 sets. Another example supporting
this claim is the use of the fact that c.e. sets have infinitely often trivial initial
segment complexity in [BV11] in order to produce minimal pairs in the K-degrees
of rather low arithmetical complexity (improving on results from [CM06, MS07]
and using a somewhat simpler argument). This is also an example of the use of
arithmetical definability in order to transfer methods from the Turing degrees to

4It is not hard to see that this is equivalent to the property that K(A �n) ≥ f(n) for some
computable order f .
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structures based on weak reducibilities. We elaborate on this method in Sections
3.6 and 4.1.

It is also interesting to compare the initial complexity oscillations of reals in
different arithmetical complexity classes. For example, c.e. reals can have extremely
low initial segment complexity which remains nevertheless nontrivial. There are
several facts that illustrate this claim. For instance, given any ∆0

2 order g, there
exists a c.e. set A which is not K-trivial but K(A �n) ≤ K(n) + g(n) holds for
almost all n [BV11, Theorem 5.2]. Moreover given any two c.e. sets B0, B1 which
are not K-trivial, there exists a c.e. set A which is not K-trivial such that A ≤K Bi

for i = 0, 1 [Bar11b]. Despite these results, there is a ∆0
2 real which is not K-trivial

and the oscillations in its initial segment complexity do not permit a c.e. set of
lesser and nontrivial initial segment complexity [BV11, Theorem 3.5].

(3.2)
There exists a nontrivial ∆0

2 real X whose initial segment prefix-free

complexity does not bound the initial segment prefix-free complexity

of any nontrivial c.e. set.

In view of the above facts about the initial segment complexity of the c.e. sets,
(3.2) is rather surprising. Moreover its proof requires considerable effort (an infi-
nite injury argument) compared to the corresponding statements in other degree
structures like the C-degrees or the Turing degrees (where it is a rather simple finite
injury argument). A basic study of the initial segment complexity of reals in all
levels of the arithmetical hierarchy may be found in [BV11].

There are several other aspects that one can investigate concerning the oscilla-
tions of the initial segment complexity of reals that are possible. For example, the
following question is open.

Question 5. Is there a pair of sets X,Y which are not K-trivial and a constant c
such that ∀nmin{K(X �n),K(Y �n)} ≤ K(n) + c?

Clearly, a pair of sets X,Y that meet the condition in Question 5 is a minimal
pair in the K-degrees. On the other hand, minimal pairs in the K-degrees were
constructed in [CM06, MS07, BV11] without requiring this strong property. In
[Bar11b] it was shown that the sets X,Y that are required in Question 5 cannot be
c.e. (or even c.e. reals).

(3.3)
If Ai, i < 2 are c.e. sets (or c.e. reals) and not K-trivial.

Then ∀c∃n ∀i < 2, K(Ai �n) > K(n) + c.

In plain words, this result says that in the world of c.e. reals (or c.e. sets) if the
initial segment prefix-free complexity of each of two sequences raises above the
trivial complexity K(n) by an unbounded number of bits, then this must happen
at certain lengths n simultaneously for the two sequences. In some sense, this
statement may be interpreted informally as follows.

(3.4)
“Left c.e. reals with nontrivial initial segment complexity have

some sort of common information, or at least complexity.”

Intuitively, this contrasts the existence of minimal pairs of c.e. reals in various
degree structures that calibrate the complexity of sequences, like the Turing degrees,
the Solovay degrees and the C-degrees. Indeed, the existence of minimal pairs with
respect to a measure of complexity expresses formally the fact that the reals in
the pair have no common information with respect to the given measure. Hence
it is not surprising that (3.3) can be used in order to establish that there are no
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minimal pairs in the K-degrees of c.e. reals (or c.e. sets); this was demonstrated in
[Bar11b]. Another formal expression of (3.4) (also derived from (3.3)) is the lack
of minimal pairs in the quotient structure of the c.e. Turing degrees modulo the
K-trivial sets (see the brief discussion in Section 2.4). A third formal expression
of (3.4) (which, however, was established without the use of (3.3)) is the lack of
minimal pairs in the LK-degrees of c.e. reals (or c.e. sets, or even ∆0

2 sets); see
Section 4.2 and [Bar10b].

3.3. Sequences of very low but nontrivial initial segment complexity.
Some sequences have very low but non-trivial initial segment complexity. For ex-
ample, the prefix-free complexity of X may be bounded by K(n) + f(n) for all
computable orders (i.e. nondecreasing unbounded functions) f and almost all n,
but not bounded by K(n). The sequences with the former property were called
ultracompressible in [LL99] (where it was shown that the can be somewhat random,
namely ‘computably random’). The following fact from [BMN11, BB12] refers to
an even more stringent upper bound on the initial segment prefix-free complexity
of a sequence.

(3.5)
If g is a ∆0

2 order then there exist uncountably many reals of

complexity upper bounded by K(n) + g(n).

Note that since the K-trivial sequences form a countable class, the class in (3.5)
contains non-trivial sequences. In fact, it is not hard to show that there are Turing-
complete c.e. sets in this class (see [BV11, Section 5]). Furthermore, this class may
be chosen to be effectively closed and without K-trivial members (a considerably
more involved argument). This stronger result can be combined with basis theorems
in order to establish the existence of reals with this property in many well known
classes from computability theory (see [BB12] for details).

Can we require an even more stringent upper bound on the complexity without
collapsing the class of reals satisfying this bound to the K-trivial reals? There is
more than one answer to this question. One way to impose a lower complexity
bound is to increase the complexity of the orders that we allow in (3.5). Indeed, for
example, there are ∆0

3 orders that grow more slowly than any ∆0
2 order. Surpris-

ingly, this route leads to a collapse to the class of the reals with trivial complexity.

There exists a ∆0
3 order g such that any real with prefix-free

complexity bounded by K(n) + g(n) is in fact K-trivial.

This is result from [CM06, BB12].
On the other hand, requiring g to be an order in (3.5) does not produce a realistic

notion of what it means to be of ‘low but nontrivial initial segment complexity’.
Indeed, initial segment complexity oscillates in a non-monotonic manner and in
fact many reals X happen to be infinitely often K-trivial in the sense that for
some constant c, ∀k∃n > k,K(X �n) ≤ K(n) + c. Such reals are ubiquitous in
computability theory. For example, it is not hard to see that retraceable sets (e.g.
see [Odi89, Chapter II.6]) are infinitely often K-trivial. The following observations
are from [BV11, Section 2]).

The infinitely often K-trivials include the sets that are computably enumerable

or (weakly) 1-generic or do not compute a diagonally non-computable function.

In particular, the class of infinitely often K-trivial sets is a co-meager. A curious
fact that follows from the above observations (see [BV11, Section 2] for details) is
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the following dichotomy (briefly discussed in Section 2.4).

(3.6)

For any set X (at least) one of the following holds:

(i) lim infn(K(X �n)−K(n)) <∞;

(ii) there exists a computable order f such that ∀n K(X �n) ≥ f(n).

We remark that there are sets (e.g. the halting problem) for which both conditions
of (3.6) hold.

With the above discussion it becomes clear that the bound K(n) + g(n) in (3.5)
is rather crude for a deeper exploration of sequences with low but nontrivial initial
segment complexity. A more fruitful approach is to use the complexities of other
c.e. sets as a measure of how low the initial segment complexity of a set is. Since
we are interested in nontrivial initial segment complexities, we only consider the
c.e. sets which are not K-trivial. For example we can ask about the initial segment
complexity of the Turing complete c.e. sets. We know from [DHNS03] that this
is nontrivial; but how low can it be? The following result from [Bar11b] gives a
definitive answer.

(3.7)
There are Turing-complete c.e. sets of arbitrarily low (amongst the com-

plexities of the c.e. sets) nontrivial initial segment prefix-free complexity.

More precisely, given any c.e. set W which is not K-trivial, there exists a Turing
complete c.e. set A such that ∃c∀n K(A �n) ≤ K(W �n) + c. Furthermore this
holds uniformly for any finite collection of c.e. sets which are not K-trivial. For
example, given any pair W,V of c.e. sets of nontrivial complexity there is a Turing
complete c.e. set A such that A ≤K W and A ≤K V . This stronger version of (3.7)
gave an answer to a question in [DH10, Section 11.12] and [MS07] about minimal
pairs in the structure of the K-degrees of c.e. reals.

We end this section with a methodological remark concerning K-triviality. Given
the variety of characterizations of K-trivial sets (see Section 2.4) there are several
ways to construct sets in this class or its complement. Since some of these char-
acterizations are highly nontrivial, it is not surprising that the choice of which
expression of K-triviality we deal with in a particular argument can have consid-
erable implications in the complexity of the argument. As a concrete example,
consider the task of showing that for every computable order g there exists a set A
which is not K-trivial and K(A �n) is bounded by K(n) + g(n). It is much easier
to construct a Turing complete c.e. set (hence not K-trivial, by [DHNS03]) with
this property rather than directly satisfying a list of requirements that guarantee
that the constructed set is not K-trivial. Another example is the proof that there
are no minimal pairs in the K-degrees from [Bar11b]. Given two c.e. sets W,V
which are not K-trivial we wish to construct a c.e. set A which is not K-trivial
and A ≤K W,A ≤K V . Again, it is much easier to ensure that A is Turing com-
plete (hence, not K-trivial) than explicitly ensuring that A is not K-trivial. This
shortcut is explained given that the argument that Turing complete sets are not
K-trivial is rather involved. Other examples are based on the equivalence (2.4)
where the notion on the right side involves oracle computations and the notion on
the left side does not. We conclude that knowledge about the different ‘faces’ of
the K-trivial sets can often aid and simplify arguments that involve K-triviality.

3.4. Bounded by a random real. Intuitively, a random real does not have much
information. However in [Kuč85, Gác86] it was shown that every real is computable
from a 1-random real (this fails for higher forms of randomness, like 2-randomness).
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Moreover in this computation the use for the calculation of the first n bits of the
real from the random oracle can be bounded by 2n.5 Hence in the Turing and the
weak truth table degrees every degree is bounded by a 1-random degree. The same
question has been considered for most of the degree structures that we consider in
this survey. For the ibT degrees and the cl degrees it was shown to fail in [DH10,
Section 9.13] (in this case, there is a ∆0

2 degree which is not bounded by any 1-
random degree). In [BL06a] it was shown that there is a c.e. real which is not ≤cl

bounded by any 1-random c.e. real. On the other hand note that every c.e. real
is ≤r-bounded by a 1-random c.e. real for r ∈ {S, rK,K,C}. The answer to the
following question is not known.

Question 6. Is every sequence reducible to a 1-random sequence with respect to
≤rK or ≤K?

The clause of Question 6 referring to ≤rK appeared in [RS06a]. Variations on
this theme include the question of which c.e. sets are computable from incomplete
1-random reals, which was implicit already in [Kuč85]. It was solved by the cumu-
lative results in [HNS07] and especially the recent [BRHN12] and [DM12].

A c.e. set is K-trivial iff it is computed by an incomplete 1-random real.

The ‘only if’ direction of this equivalence was a prominent problem in this area for
a number of years and featured as an open question in a number of publications
including [MN06, HNS07].

3.5. Global structures of degrees of randomness. A considerable difference
between the degree structures in classical computability theory and those that are
based on weak reducibilities is the existence of uncountable lower cones and (some-
times) degrees. In the case of the ≤K , ≤C it is easy to see that 1-random re-
als bound uncountably many reals (and indeed, reals of every many-one degree)
[DDY04]. There are many other reals with this property. For example, in [BV11]
it was observed that if limn(K(X �n)− 2K(n)) =∞ then there exist uncountably
many reals Y ≤K X (and an analogous result holds for plain complexity). We may
ask for a general characterization of the reals with this property (with respect to
plain or prefix-free complexity).

Question 7. Which reals have initial segment complexity that bounds the initial
segment complexity of uncountably many reals?

Such a characterization for the class of ∆0
2 sets and the case of prefix-free complex-

ity follows from two results in [BV11]. The first of these is the observation that
infinitely often K-trivial reals have countable lower cones with respect to ≤K ; the
second one is (3.5).

A ∆0
2 set X is infinitely often K-trivial if and only if {Z | Z ≤K X} is countable.

Recall that the analogue of Question 7 for ≤LK admits an elegant answer (see
Section 2.4). We conjecture that the answer to Question 7 is exactly the reals
which are not infinitely K-trivial (or infinitely often C-trivial in the case of plain
complexity).

5This is clear in [Gác86] but the argument in [Kuč85] can also give this refinement if some
attention is given to the details.
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A more striking difference between the K-degrees and degree structures in clas-
sical computability theory is the existence of an uncountable K-degree. In other
words, there exists a real which has the same initial segment complexity (as mea-
sured by ≤K) with uncountably many other reals. A real with this property was
originally constructed by Joseph Miller (unpublished) and its construction may also
be derived from an argument in [RS06b].

Turning to the basic algebraic properties of the structure of the K-degrees, a
method for increasing or decreasing the prefix-free complexity of 1-random reals
was presented in [MY10].

In the K-degrees of 1-random reals there are no maximal or minimal elements.

As we discuss in Section 3.6, this result can be localized inside the various levels of
arithmetical complexity.

In the K-degrees of 1-random reals every pair of degrees has a lower bound.

In fact, this result holds for every countable collection of 1-random K-degrees (in-
stead of a pair). Also, it shows that almost all pairs of reals do not form minimal
pairs in the K-degrees, contrasting the case of many other structures like the Tur-
ing degrees and the LK degrees (see Section 4.1). However minimal pairs in the
K-degrees where constructed in [CM06, MS07, BV11].

There is a minimal pair in the K-degrees.

Despite the results on the K-degrees of 1-random reals in [MY10] the existence of
maximal or minimal K-degrees is open.

Question 8. Is there a maximal K-degree? Is there a minimal K-degree?

A minimal rK degree was constructed in [RS06a] and a minimal C-degree was
constructed in [MS07]. Another striking difference between the K-degrees and
other degree structures we have seen is the existence of upper bounds.

In the K-degrees there is a pair of degrees with no upper bound.

In fact, as it was demonstrated in [MY08], this holds for the degrees of any two sets
that are mutually 1-random relative to each other. A number of results concerning
the interaction between the Turing degrees and the K-degrees or the C-degrees
where presented in [MS07] in response to some questions in [MN06, Section 9].

3.6. Local structures of degrees of randomness. In the rK,K and C degrees
of c.e. sets the most striking result is the following consequence of (3.1).

The structures of rK,K and C degrees of c.e. sets have a maximum.

As we noted in Section 3.2, there is a well known set that can realize the role of
the maximum in these degree structures; namely Kolmogorov’s set of nonrandom
strings (with respect to plain complexity). Another remark is that in stronger
reducibilities than rK (like ≤S ,≤cl) there is no maximum, not even maximal c.e.
degrees [Bar05] (also see [ASDFM11] for a simpler proof). In the realm of c.e.
reals, maximum degrees in ≤S ,≤rK ,≤K ,≤C are exactly the degrees of 1-random
c.e. reals (or, equivalently, of Ω numbers) by [Sol75, KS01, CHKW01]. In [DY04]
it was shown that some pairs of c.e. reals do not have an upper bound with respect
to ≤cl in the c.e. reals, so in particular this structure does not have a maximum
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degree. An interesting open question is whether the latter structure has maximal
degrees.

The results in [MY10] about the K-degrees of 1-random reals have effective
versions which concern the ∆0

2 substructure.

The K-degrees of 1-random ∆0
2 reals have no maximal or minimal elements.

In fact, every pair of 1-random ∆0
2 reals is K-above another 1-random ∆0

2 real.
However there are pairs of ∆0

2 reals with no upper bound in the K-degrees (e.g.
any pair of relatively 1-random reals has this property).

The relations ≤S ,≤rK imply ≤T while ≤C implies ≤T when it is restricted to
sparse sets (e.g. sets of numbers of the form 22

n

, see [MS07]). This relationship
with Turing reducibility and the fact that there are minimal pairs of c.e. sets with
respect to ≤T has the following consequence.

There are minimal pairs of c.e. sets with respect to ≤S , ≤rK and ≤C .

In contrast, with respect to ≤K not only pairs of nontrivial c.e. sets have have a
nontrivial lower bound but also this bound can be chosen a c.e. set [Bar11b].

There are no minimal pairs in the structure of the K-degrees of c.e. sets.

Moreover the same is true of the structure of the K-degrees of c.e. reals. This
contrast gives that differentiates various local substructures of the K-degrees with
the corresponding substructures with respect to the related measures ≤S ,≤rK ,≤C

(see the discussion in Section 5).
However it is possible to construct minimal pairs of K-degrees of very low arith-

metical complexity. The best result in this direction is from [BV11] where a Σ0
2

nonzero K-degree is constructed which forms a minimal pair with every nonzero
c.e. K-degree. The argument that is used does not allow for an improvement on
the arithmetical complexity of the constructed set, so that the following remains
an open problem.

Question 9. Is there a pair of ∆0
2 sets which form a minimal pair in the K-degrees?

Concerning the c.e. K-degrees as a substructure of the K-degrees of ∆0
2 sets we

have the following result, which is a restatement of (3.2).

There is a ∆0
2 nonzero K-degree which does not bound any nonzero c.e. K-degree.

Another basic property of interest is density. The Sacks density theorem from
[Sac64] asserts that the Turing degree of c.e. sets are dense. However density often
fails for very strong or very weak reducibilities and the deeper reason is usually the
non-existence of least upper bounds. The non-density of the ibT degrees of c.e. sets
was shown in [BL06b] and the non-density of the cl and the Solovay degrees of c.e.
sets was shown in [Day10]. The density of the rK and the K-degrees is unknown.

Question 10. Is the structure of the rK or the K-degrees of c.e. sets dense?

We note that all the above structures are downward dense by the splitting theorems
that we discussed in Section 2.5. Moreover upward density holds for ibT and cl and
Solovay degrees by [Bar05] (also see [ASDFM11] for a simpler proof).
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4. Comparing the compressing power of oracles

The preorder ≤LK may be seen as a relaxation of Turing reducibility. Indeed,
X ≤LK Y says that oracle Y can compress strings ‘at the same rate’ as oracle X
(possibly even higher). In particular, if X ≤T Y then X ≤LK Y because every
computation performed with oracle X can be simulated by a computation that
uses oracle Y . Consequently every LK degree is partitioned into Turing degrees.
These features of ≤LK beg for a comparison between the Turing degrees and the
LK degrees (and, more generally, a comparison between ≤T and ≤LK). Such
issues were investigated in [BLS08a, BLS08b] (where they appear in terms of the
equivalent preorder ≤LR) both on a global and a local (e.g. restricted to c.e. or
∆0

2 sets) setting. For example, given any set X there is another set Y such that
X ≡LK Y but the two sets are Turing incomparable. Alternatively, instead of
Turing incomparability, we can require that X <T Y in the above statement. An
analogous result was obtained for c.e. sets X,Y . In the c.e. case we may also require
(instead of Turing incomparability) that Y ≤T X (and Y is noncomputable). In
effect these arguments show how to perform various fundamental constructions from
the Turing degree theory inside a single LK-degree.

Turing reducibility can be characterized in terms of arithmetical definability
while in the weaker ≤LK this important link with definability (upon which many
arguments in the Turing degrees are based) is broken. This fact has a number
consequences on the global and local structures of the LK-degrees, especially in
terms of differences with the corresponding Turing degree structures. A remarkable
such difference is the existence of uncountable lower cones in the LK-degrees. These
were discovered in [BLS08a, MY10] and the complete characterization of the sets
X that have uncountably many LK-predecessors was given in [BL11a].

4.1. Global structure of the LK-degrees. The characterization of the LK-
degrees with the countable predecessor property is stated in (2.6). In particular,
a set X has only countably many LK-predecessors if and only if the complexity
function KX(σ) relative to X approaches K(σ) within a constant distance infinitely
often. However, the uncountable predecessor property holds ‘almost nowhere’ in a
measure theoretic sense.

Almost all LK degrees the countable predecessor property.

This and the next result is from [Mil10].

Almost all pairs of LK degrees have greatest lower bound zero.

Compactness arguments may be used in order to produce concrete constructions of
minimal pairs which give more local results like the following from [BLN10].

There is a minimal pair of LK degrees below the degree of the halting problem.

In [Bar10c] it was shown that in the LK degrees, every ∆0
2 degree bounds a c.e.

nonzero degree. By the downward density of the c.e. LK degrees (see the next
section) it follows that (in contract to the Turing degrees) in the LK degrees no
∆0

2 degree is minimal. However the existence of minimal degrees in this structure
is an open question.

Question 11. Is there a minimal LK-degree?

In 2006 Simpson asked if there exists a minimal Turing degree which is LK-hard,
i.e. is LK-above the halting problem. A negative answer was given in [Bar12].
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4.2. Local structure of the LK degrees. An elementary difference between
the local structures of the LK degrees and the Turing degrees is the existence of
minimal pairs

(4.1) The LK degrees of c.e. reals (or c.e. sets or ∆0
2 sets) have no minimal pairs.

In fact, in [Bar10b] it was shown that in the LK degrees, (strictly) below every
pair of ∆0

2 nonzero degrees there is a nonzero c.e. degree. As usual, a degree (in
any degree structure) is c.e. or ∆0

2 if it contains a c.e. or ∆0
2 set respectively. Not

much is known about the existence of least upper bounds of pairs of LK degrees.

Question 12. Do pairs of LK degrees have least upper bounds?

However we know that the usual join operator ⊕ in the Turing degrees fails very
dramatically to be a supremum operator in the LK degrees. For example, given
any Z ≥ ∅′ there exist X ≤LK ∅′ and Y ≤LK ∅′ such that X ⊕ Y ≡T Z [BLS08b].
A related result is that every pair of low sets X,Y (i.e. such that X ′ ≡T Y ′ ≡T ∅′)
have a low c.e. upper bound in the LK degrees [Dia12]; this result contrasts the
Sacks splitting theorem in the c.e. Turing degrees. Finally, there is the question of
whether the c.e. LK degrees are dense [MN06, Question 9.12].

Question 13. Is the structure of the LK-degrees of c.e. sets dense?

A partial positive answer was given in [BLS08b]. It was shown that if A <LK C and
A ≤T C for two c.e. sets A,C then there is a c.e. set B such that A <LK B <LK C
(and A <T B <T C). This is a mere adaptation of the Sacks density argument but
it does imply downward and upward density of the c.e. LK degrees.

5. Natural separations of complexity measures

We have discussed a considerable number of reducibilities associated with algo-
rithmic randomness, and their induced degree structures. Hence there are many
possible comparisons that can be made between the first order theories of these
structures. In the following we focus in certain pairs of structures which beg for a
comparison. These are structures that are based on the same intuitive idea, i.e. they
classify reals according to the same informal quality (e.g. amount of randomness or
computational power). Interestingly, in some cases a local technical difference in
the definitions (like the choice of prefix-free machines in place of plain machines)
is reflected in the associated first order theories in a very basic (in terms of the
complexity of the first order sentences that separate the theories) way.

5.1. Plain and prefix-free complexity. Comparisons between the plain and
the prefix-free complexity of strings has been a topic of interest from the very
beginnings of Kolmogorov complexity. For example, while prefix-free complexity
is sub-additive (i.e. the complexity of the concatenation of two strings is less than
the sum of the complexities of the two strings plus a constant), Martin-Löf showed
that this is not true for the plain complexity. More strikingly by [MP02], for every
d there are strings σ, τ such that C(σ) > C(τ) + d and K(τ) > K(σ) + d.

We are interested in equally striking differences between the plain and the prefix-
free initial segment complexity of infinite binary sequences. Consider the sentence
“every c.e. set can be split into two disjoint c.e. sets of the same degree”. By
[Lac67] it is not true for the Turing degrees. Based on this result, it was observed
that the situation in the case of C-degrees is the same [BHLM12]. However in
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the same paper it was shown that the sentence holds for the K-degrees. Hence
this property separates the plain and the prefix-free initial segment complexity in
a rather intrinsic way.

Our discussions of the two degree structures have pointed to another such dif-
ference in terms of a very basic algebraic property. Consider the sentence ‘there
exists a minimal pair’. By [MS07] this is true in the C-degrees of c.e. sets but by
[Bar11b] it is not true in the K-degrees of c.e. sets. Moreover the same is true for the
corresponding structures of c.e. reals. In logical terms, the two structures are not
elementarily equivalent. The elementary difference we exhibited is a 2-quantifier
sentence, so it lies at the lowest possible complexity class since the existential the-
ories are the same (every finite partial order can be embedded in these structures).

5.2. Solovay degrees and K-degrees of left c.e. reals. The Solovay reducibility
is arguably a very refined measure for the calibration of randomness amongst the
c.e. reals. The main drawback is that it does not apply to reals which do not have
computable approximations. Various proposals for an extension of it which applies
to all reals were proposed in [DHL01]. One of these, already implicit in [Sol75],
was ≤K . The two measures model the same intuitive notion on c.e. reals, namely
that one real is less random than another real. Yet the corresponding structures
look dramatically different, even on a rather basic level. Since Solovay reducibility
implies Turing reducibility, the Solovay degrees of the c.e. reals have minimal pairs.
However by [Bar11b] this is not true for the K-degrees of c.e. reals.

5.3. Stronger measures of randomness. Two other measures of randomness
that were proposed in [DHL01] were ≤rK and ≤cl. Since ≤rK implies ≤T , the
existence of minimal pairs of c.e. sets and c.e. reals also separates the correspond-
ing structures with respect to ≤rK and ≤K . On the other hand, the sentence
‘there exists a maximum’ separates the structures of the c.e. degrees with respect
to ≤rK and ≤cl. The existence of a maximum in the former structure was estab-
lished in [BHLM12] while the failure of this in the latter structure was observed
in [Bar05, FL05]. This sentence also separates the corresponding structures of c.e.
reals because 1-random c.e. reals are complete with respect to ≤rK (within the c.e.
reals) but there is no ≤cl-complete c.e. real [DY04].

We may also examine the Solovay degrees of c.e. sets (sometimes called strongly
c.e. reals) versus the K-degrees of c.e. sets. The Solovay degrees of c.e. reals coincide
with the cl degrees of c.e. sets [SPK01]. Therefore there is no maximum in this
structure. However there is a maximum in the structure of the K-degrees of c.e.
sets. The same observation holds if we compare the Solovay degrees of c.e. sets
with the rK-degrees and the C-degrees.

5.4. Oracles for computation or mere compression. Finally we wish to com-
pare ≤T and a sort of extension of it in the form of ≤LK . Not only Turing reducibil-
ity implies ≤LK , but also the underlying concept behind the latter is a ‘relaxation’
of the concept that lies behind the former. In other words instead of requiring that
Y computes X, in some cases we are satisfied if Y merely computes enough infor-
mation about X that can be used in order to perform some X-computable tasks.
In our case this task is the discovery of algorithmic patterns in reals.

Recalling the results that we discussed in Section 4.2, consider the sentence ‘there
exists a minimal pair’. This is true in the c.e. Turing degrees but not true in the
c.e. LK-degrees. It is also true in the Turing degrees of ∆0

2 sets but not true in
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the LK-degrees of ∆0
2 sets. These results reveal intrinsic differences between the

two measures of relative complexity. Additional elementary differences between the
two theories may be discovered upon the solution of some of the open questions of
Section 4.2.
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