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1. Introduction

Particles are capable of carrying a variety of information such as position, shape,
orientation, et cetera. Moreover, when this data is described with finitely many
numbers, we may consider including it as an input for a computer simulation.
Given this point of view on particles, we seek to understand, from a geometric
perspective, how a set of Lagrangian particles can be used as a computational
device to numerically simulate an ideal fluid. We will explore this idea by apply-
ing Lagrange-Poincaré reduction to the exact equations of motion. The horizontal
Lagrange-Poincaré equation can be used to inspire a family of particle methods.
Specifically, given an ideal, homogeneous, inviscid, incompressible fluid on a Rie-
mannian manifold M with smooth boundary ∂M , oriented by the associated Rie-
mannian volume, the configuration space may be described by the group of volume
preserving diffeomorphism, SDiff(M), and the exact equations of motion for an
ideal fluid are the L2-geodesic equations as described in [Arn66]. Throughout the
paper we shall assume that there is a Hodge decomposition; for compact bound-
ary less manifolds this is standard (see, e.g., [Jos11]), for compact manifolds with
boundary this holds in the case of ∂-manifolds (i.e., the manifold is, in addition,
complete as a metric space, see [Sch95]), for non-compact manifolds this holds in
function spaces with enough decay at infinity (for Rn see, e.g., [Can75], [GT06],
[Tro09] and if the manifold has boundary, see [Sch95]).

If � is an N -tuple of distinct points in M , let

G� := {ψ ∈ SDiff(M) | ψ(�) = �}

be the isotropy subgroup of the natural action of SDiff(M) on M . The particle
relabeling symmetry of an ideal fluid allows us to project the equations of motion
onto the quotient space T SDiff(M)/G�. Upon choosing an interpolation method,
i.e., a means of interpolating a smooth vector field between the particles (see
Figure 1 on page 9), we obtain an isomorphism to a direct sum of vector bundles,
TX⊕ g̃�. Here, the base manifold, X, is the configuration space of point particles
in M , and TX is the tangent bundle of X (the state or velocity phase space).
The second component, g̃�, is a vector bundle over X whose fiber over x ∈ X is
the infinite dimensional vector space of vector fields which vanish at the particle
locations described by x. The vector bundle g̃ stores the residual of an estimated
spatial velocity field u obtained by an interpolation velocity data at a finite set of
points. More generally, we can consider reducing by the subgroup

G
(k)
� := {ψ ∈ SDiff(M) | T (k)

� ψ = T
(k)
� id}.

The resulting Lagrange-Poincaré equations occur on a direct sum TX(k) ⊕ g̃
(k)
� ,

where X(k) is the configuration manifold of a more sophisticated type of particle
which carries extra data such as orientation and shape; see §4 for the definition

of all these objects. The equations on TX(k) ⊕ g̃
(k)
� describe the coupling between
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a fluid and this sophisticated type of particle in terms of interpolation methods.
The dynamics on the TX(k) component suggests a new class of particle methods.

1.1. Organization and main contributions. To understand the intent of this
paper, it helps to explain what we mean by an interpolation method. While a
formal definition will be given in §2.3, the idea is fairly simple. Given N particles
in M equipped with various data (e.g., position, velocity, orientation, higher-order
deformations, etc), an interpolation method is a rule which produces a vector field
on M that is consistent with this data (see Figure 1). Using the concept of an
interpolation method, this paper accomplishes the following:

(1) For each interpolation method, we construct an isomorphism between the
quotient space (T SDiff(M))/G� and the vector bundle TX ⊕ g̃� (Propo-
sition 2.3).

(2) We derive equations of motion on TX ⊕ g̃� for an arbitrary G�-invariant
Lagrangian on SDiff(M) (i.e., the Lagrange-Poincaré equations, Theorem
3.1).

(3) We generalize these constructions to higher-order interpolation methods.
The resulting equations describe a family of particle methods wherein the
particles carry extra data such as orientation, shape, and higher order
deformations (Theorem 5.1 and Corollary 5.1).

(4) The numerical methods of Corollary 5.1 exhibit a particle-centric analog
of Kelvin’s circulation theorem (Theorem 5.5).

(5) We illustrate how first-order interpolation methods induce particle methods
which are related to the vortex blob method.

In particular, these goals are accomplished as follows. In §2 we establish our
notation and review the notion of a generalized connection (also called an Ehres-
mann connection, see [MMR90]) as described in [KMS99]. In §3, we carry out
the reduction process by the isotropy subgroup of a finite set of particles for an
ideal incompressible homogeneous inviscid fluid. In §4 we discuss reduction by
higher-order isotropies in order to discuss particles with orientation, shape, and
other attributes. In certain circumstances, this additional information produces
particle methods which exhibit conservation laws found in the exact dynamics on
SDiff(M). Finally, in §5, we formulate a family of particle methods induced by an
interpolation method and discuss some implications for the error analysis of these
methods. We conclude that it is possible to construct hybrid particle-spectral
methods for fluids within this family. Moreover, we show that the vortex blob
algorithm fits within this family of methods and that the horizontal equations are
a guide for corrections that allow for the deformation of vortex blobs. We close
with §6, where we summarize how to extend these constructions to complex fluids,
turbulence models, and the template matching problems which occur in medical
imaging.
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1.2. Previous Work. It was shown in [Arn66] that the Euler equations of motion
for an ideal, homogeneous, inviscid, incompressible fluid on an oriented Riemann-
ian manifold M with smooth boundary are the spatial (or Eulerian) representa-
tion of the geodesic equations on the group of volume preserving diffeomorphisms,
SDiff(M). This observation gave rise to a new perspective on fluid mechanics
which lead to many developments, notably the proof of well posedness [EM70] and
various extensions ranging all the way to charged fluids, magnetohydrodynamics,
and even complex fluids with advected parameters (see, e.g., [Hol02, GBR09]).
All of these systems are Lagrangian on the tangent bundle of groups of diffeo-
morphisms of a Riemannian manifold M . Additionally, these theories utilize the
particle relabeling symmetry of the system to perform Euler-Poincaré reduction
and thus bring the dynamics to the Lie algebra of this group [MR99, chapter 13].

As a result of this SDiff(M) symmetry, we may consider reducing by subgroups
of SDiff(M). This would be a special case of Lagrange-Poincaré reduction intro-
duced and developed in [CMR01]. In particular, we may consider reducing by
isotropy groups of a set of points in M . Such an approach is already mentioned
in [MW83] for vortex dynamics and in [MD10] for the purpose of landmark match-
ing problems; see also the references cited therein. However, to the best of our
knowledge, Lagrange-Poincaré reduction has not been performed on such systems
in the framework of [CMR01].

2. Preliminary Material

Before introducing our contributions, we review generalized connections and
volume-preserving diffeomorphisms and prove a few important theorems.

2.1. Generalized Connections. In this section we introduce the notion of a gen-
eralized connection, as presented in [KMS99], and prove some useful propositions
for the purpose of this paper.

Definition 2.1. Let πE : E →M be a vector bundle and τE : TE → E the tangent
bundle of E. The vertical bundle is the vector bundle πV (E) : V (E) → E where
V (E) := kernel(TπE) and πV (E) := τE|V (E).

The vertical lift operator, v↑ : E ⊕ E → V (E), is defined by

v↑(vm, wm) :=
d

dε

∣∣∣∣
ε=0

(vm + εwm) ,

for all vm, wm ∈ Em := π−1E (m). This establishes an isomorphism between the
vector bundles proj1 : E ⊕ E → E and πV (E) : V (E) → E, where proj1 denotes

the projection onto the first summand. The fiber derivative, ∂f
∂e

: E → E∗, of a
function f ∈ C∞(E) is defined by

(1)

〈
∂f

∂e
(e), e′

〉
:=
〈
df(e), v↑(e, e′)

〉
≡ d

dε

∣∣∣∣
ε=0

f(e+ εe′).
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This notation suggests that we think of the fiber derivative ∂f
∂e

as a type of partial
derivative in which we only vary the ‘fiber-component’. We shall also need a notion
of partial differentiation with respect to the base space M . That is, we need to
understand what is meant by ∂f

∂m
evaluated at e ∈ E, as an element of T ∗mM over

the base point m = πE(e). This is obtained by the use of a covariant derivative.

Definition 2.2. Let πE : E → M be a vector bundle. A horizontal bundle is a
subbundle, H(E) ⊂ TE, such that TE = H(E) ⊕ V (E). This defines projectors
hor : TE → H(E) and ver : TE → V (E). The vertical projector, ver, is called a
generalized connection. If C∞(I;E) denotes the set of smooth curves in E on an
open interval I ⊂ R, then the covariant derivative induced by H(E) (or ver) is the
map D

Dt
: C∞(I;E)→ E given by

(2)
De

Dt
= v↓

(
ver

(
de

dt

))
Where v↓ : V (E) → E := proj2 ◦(v↑)−1 and proj2 : E ⊕ E → E is the projection
onto the second component.

Naturally, the covariant derivative of a curve associated to a generalized connec-
tion on E (see (2)) induces a covariant derivative Dα

Dt
of a curve α(t) in the dual

vector bundle E∗ by the relation

d

dt
〈α, e〉 =

〈
Dα

Dt
, e

〉
+

〈
α,
De

Dt

〉
,

where e(t) ∈ E is an arbitrary curve over the base curve of α(t).
Moreover, a generalized connection on E induces the horizontal lift operator

h↑ : E ⊕ TM → H(E) in the following way. Denote, as usual, by Ve(E), He(E) ⊂
TeE the fibers of the vertical and horizontal bundles, respectively, and note that
dimVe(E) = dimEπE(e), dimHe(E) = dimTeE−dimVe(E) = dimE−dimEπE(e) =
dimM . Since TeπE|H(E) : He(E) → TπE(e)M is injective, the dimension count
above implies that TeπE|H(E) is an isomorphism. Define the horizontal lift opera-
tor by

h↑(e, ṁ) :=
[

(TeπE)|H(E)

]−1
(ṁ), e ∈ Em, ṁ ∈ TmM,

i.e., h↑(e, ṁ) is the unique horizontal vector in TeE such that TπE(h↑(e, ṁ)) = ṁ.
Note that the horizontal lift operator induces a vector bundle isomorphism

H(E)
∼−→ π∗E(TM) := {(e, ṁ) ∈ E × TM | πE(e) = τM(ṁ)}

ve 7−→ (e, TeπE(ve))

h↑(e, ṁ)←− [ (e, ṁ)

covering the identity on E between the horizontal subbundle H(E)→ E and the
the pull-back bundle π∗E(TM) → E of the tangent bundle τM : TM → M by the
vector bundle projection πE : E →M .
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Finally, the choice of a generalized connection allows us to define the ‘partial
derivative’ of a function with respect to the base manifold.

Definition 2.3. Let ver be a generalized connection on a vector bundle π : E →M
and V a vector space. Let f ∈ C∞(E, V ). Define the covariant derivative ∂f

∂m
:

E → T ∗M ⊗ V of f to be the fiber bundle map covering the identity on M given
by

(3)

〈
∂f

∂m
(e), δm

〉
:=
〈
df(e), h↑(e, δm)

〉
∈ V

for all e ∈ E and δm ∈ TmM .

By construction, this means that the total exterior derivative df ∈ Ω1(E;V )
acting on the velocity of a curve e(t) ∈ E over m(t) ∈ M can be written as the
sum (see (1), (3))

(4)

〈
df(e),

de

dt

〉
=

〈
∂f

∂m
(e),

dm

dt

〉
+

〈
∂f

∂e
(e),

De

Dt

〉
.

If (M, g) is a Riemannian manifold we may use the Levi-Civita connection, de-
fined on the vector bundle TM , to implement the previous constructions. Let

Γkij := gkh
(
∂ghi
∂mj

+
∂ghj
∂mi
− ∂gij

∂mh

)
be the Christoffel symbols of the Levi-Civita con-

nection, where (m1, . . . ,mn) are local coordinates on M and gij := g
(

∂
∂mi

, ∂
∂mj

)
the

local components of the metric tensor g. Since Γkij = Γkji for all indices, it follows
that this connection is torsion free (and vice-versa). In natural tangent bundle
charts (m1, . . . ,mn, v1, . . . , vn), the covariant derivative of a curve in TM with

respect to the Levi-Civita connection is given, locally, by Dvk

Dt
= dvk

dt
+ Γkijv

i dm
dt

j
.

Therefore, the horizontal lift induced by the Levi-Civita connection is given locally
by

h↑((mi, vj), (mi, δmj)) = ((mi, vj), (δml,−Γkijv
iδmj)),

which implies that the covariant derivative (3) of a function f ∈ C∞(TM, V ) is
given in local coordinates by〈

∂f

∂m
(v), δm

〉
=

∂f

∂mk
δmk − ∂f

∂vk
Γkijv

iδmj ,(5)

where v, δm ∈ TmM . Note that the formulas for the horizontal lift h↑ and ∂f
∂m

given
above, are valid for any torsion free connection on TM , not just the Levi-Civita
connection. This allows us to easily prove the following proposition which relates
the notion of ‘torsion-free’ to the exterior derivative.

Proposition 2.1. Let α ∈ Ω1(M,V ). Given a torsion free connection on TM
(such as a Levi-Civita connection) we can consider the covariant derivative ∂α

∂m
:
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TM → T ∗M by viewing α as a smooth function on TM . This induces the identity

(6) dα(m)(v, w) =

〈
∂α

∂m
(w), v

〉
−
〈
∂α

∂m
(v), w

〉
∈ V,

where v, w ∈ TmM and ‘d’ is the exterior derivative on M .

Proof. This may be verified in a local coordinate chart, where α(m) = αi(m)dmi.
Viewing α as a function on TM with values in V we find that in a local vector
bundle chart α(m, v) = αi(m)vi. Therefore, ∂α

∂vk
(m) = αk(m). Thus, by invoking

(5) we arrive at〈
∂α

∂m
(mi, wj), vk

∂

∂mk

〉
=

∂αi
∂mj

(m)wivj − αk(m)Γkij(m)wivj.

Since dα(m)(v, w) =
(
∂αi
∂mj
− ∂αj

∂mi

)
vjwi, we can see that (6) follows from the torsion

free property, Γkij = Γkji. �

Remark 2.1. This proof is (formally) extendable to infinite dimensional manifolds
by noting the irrelevance of the local coordinate description of Γkij. Alternatively,
a true coordinate-free proof is given in [JV12, Proposition 2.4]. If E is a trivial
bundle, then this construction can be extended to E-valued one-forms on M by
defining the exterior derivative on a tensor product by

d(e⊗ α) := e⊗ dα
where e is a section of a the vector bundle π : E → M and α ∈ Ω1(M) is an
ordinary one-form on M . ♦

2.2. Diffeomorphism Groups. Let M be a finite dimensional connected Rie-
mannian manifold with metric 〈·, ·〉M : TM ⊕ TM → R. The set of volume
preserving diffeomorphisms, SDiff(M), of M is an infinite dimensional Fréchet Lie
group. A tangent vector vϕ ∈ Tϕ SDiff(M) over a group element ϕ ∈ SDiff(M)
is a map vϕ : M → TM such that vϕ(m) ∈ Tϕ(m)M . Let Xdiv(M) denote
the vector space of divergence free vector fields on M . The left Lie algebra of
SDiff(M), i.e., the Lie algebra obtained by using the left invariant vector fields on
SDiff(M), is (Xdiv(M),−[·, ·]Jacobi−Lie), where [·, ·]Jacobi−Lie is the usual bracket of
vector fields on M (locally, this means [u, v]Jacobi−Lie = Dv ·u−Du · v). Therefore,
Tϕ SDiff(M) = {u ◦ ϕ | u ∈ Xdiv(M)}.

Let � = (�1, . . . ,�N) ∈MN be an N -tuple of distinct points in M . We define
the isotropy group

G� := {ψ ∈ SDiff(M) | ψ(�k) = �k, k = 1, . . . , N}, .(7)

As a subgroup, G� acts on SDiff(M) by composition on the right, namely, SDiff(M) 3
ϕ 7→ ϕ ◦ ψ ∈ SDiff(M) for ψ ∈ G�. It is elementary to see that the quotient of
SDiff(M) by the right action of G� is the manifold

X := {(m1, . . . ,mN) ∈MN | mi 6= mj}
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with associated smooth projection πX(ϕ) := (ϕ(�1), . . . , ϕ(�N)). In fact, πX :
SDiff(M) → X is a right principal G�-bundle. Note that if vϕ ∈ Tϕ SDiff(M),
then TϕπX(vϕ) = (vϕ(�1), . . . , vϕ(�N)) ∈ TX.

To streamline notation, we will write ϕ(�) := (ϕ(�1), . . . , ϕ(�N)) ∈ X. Sim-
ilarly, if vϕ ∈ Tϕ SDiff(M) (a vector field covering ϕ), we will write vϕ(�) :=
(vϕ(�1), . . . , vϕ(�N)) ∈ TX.

In §3 we will define a Lagrangian system on T SDiff(M) which is invariant
under right multiplication by G�. We will then implement Lagrange-Poincaré
reduction along the lines of [CMR01] to obtain equations on the quotient space
(T SDiff(M))/G�. This task is non-trivial because (T SDiff(M))/G� is not the
same as T (SDiff(M)/G�). In particular, (T SDiff(M))/G� is an infinite dimen-
sional vector bundle over X and the reduced equations describe how the motion
of a finite set of particles couples to the fluid.

Remark 2.2. We may consider applying the ideas contained in this paper to
the full set of diffeomorphisms, Diff(M). As our aim here is towards simulation
of incompressible fluid equations, we have chosen to use SDiff(M). However,
extending the ideas to Diff(M) is not difficult, and such extensions may have
some far reaching applications, such as in medical imaging ([BMTY05, BGBHR11,
SNDP13]). ♦

2.3. Interpolation Methods as Generalized Connections. Define the vector
bundle X given by

g̃� := {(x, ξx) | x ∈ X, ξx ∈ gx},
where gx is the Lie algebra of the isotropy group Gx for each x ∈ X, i.e., the set
of divergence free vector fields which vanish at the N particle locations described
by x ∈ X ⊂ MN 1. Just as we have the ad-notation on a Lie algebra, we can
utilize the ad-notation on the Lie algebra bundle g̃�. For each (x, ξx) ∈ g̃�(x) we
let ad(x,ξx) : g̃�(x)→ g̃�(x) denote the linear endomorphism

(8) ad(x,ξx)(x, ηx) := [(x, ξx), (x, ηx)] := (x,−[ξx, ηx]Jacobi−Lie),

where index “Jacobi-Lie” refers to the usual bracket of vector fields on a manifold.
Additionally, we let ad∗(x,ξx) : g̃∗�(x) → g̃∗�(x) denote the dual endomorphism to
ad(x,ξx) on the dual vector-bundle g̃∗�.

We will ultimately identify the quotient (T SDiff(M))/G� with TX⊕ g̃�. How-
ever, this identification is not canonical. It turns out that choosing such an iden-
tification boils down to the choice of an interpolation method.

Definition 2.4. A Xdiv(M)-valued one-form I ∈ Ω1(X;Xdiv(M)) on X such
that I(ẋ1, . . . , ẋN)(xk) = ẋk for all k = 1, . . . , N , ẋ ∈ TX, and (x1, . . . , xN) =
τX(ẋ1, . . . , ẋN) is called an interpolation method (see Figure 1), where τX : TX →
X is the tangent bundle projection.

1The bundle g̃� is identical to the adjoint bundle SDiff(M)×g�
G�

when equipped with the fiberwise

Lie bracket [(x, ξx), (x, ηx)] := (x,−[ξx, ηx]Jacobi−Lie) and the projection π̃(x, ξx) = x.
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Figure 1. Schematic representation of an Interpolation Method

Example 2.1. In the case of Euler fluids, one could desire an interpolation
method, I ∈ Ω1(X;Xdiv(M)), such that∫

M

〈I(ẋ)(m), ξx(m)〉 dvol(m) = 0 , for all (x, ξx) ∈ g̃�.(9)

Such an interpolation method would correspond to choosing the mechanical con-
nection [MMR90, §2.4]. However, no such interpolation method exists. For if
ẋ ∈ TxX is non-zero, then the vector field I(ẋ) would need to vanish on the subset
of M complementary to the particles and simultaneously be non-zero when eval-
uated on at least one of the particles. This does not define a smooth vector field
and thus we can not expect to find an interpolation method which satisfies (9).
Nonetheless, regularized constructions can be made. For example, if M = Rd, and
I : X(Rd) → X(Rd) is a positive definite SE(d)-invariant operator (SE(d) denotes
the special Euclidean group of proper rotations and translations in Rd), we may
define the inner product

〈u, v〉I =

∫
Rd
u(m) · [Iv] (m) dvol(m).

If the Green’s function G(‖xi‖) associated to I is a continous function, then I
naturally induces an interpolation method

I(ẋ)(m) =
∑
i

G(‖m− xi‖)ẋi.

For example, if I = 1−α2∆ for some α > 0, then G(‖x‖) = exp(−‖x‖/α). This is
not directly applicable in the context of ideal incompressible fluids since this inter-
polation method does not produce divergence free vector fields and the operator
1− α2∆ is not naturally identified with ideal fluids. However, this construction is
natural in the case of the EPDiff equation with respect to the Lagrangian induced
by the H1-norm [HSS09, part II]. This construction has been generalized to inertia
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operators of the form

I =

(
1− α2

p
∆

)p(
1− 1

ε2
div ◦ ∇

)
for p ≥ dim(M)+3

2
and ε > 0 to products Greens functions of higher differentiabil-

ity. This would produce interpolation methods of higher differentiability as well,
see [MMar]. ♦

Remark 2.3. Even though we shall formulate all constructions in terms of an
interpolation method I, we want to point out there is a bijective correspondence
between interpolation methods and principal connections on the right G�-bundle
π : SDiff(M) 3 ϕ 7−→ ϕ(�) ∈ X (see, e.g., [Ble81], [KMS99], or [MMR90] adapted
for right actions). We have Tϕπ(vϕ) = vϕ(�), for any vϕ ∈ Tϕ SDiff(M) (a vector
field covering ϕ, i.e., vϕ : M → TM satisfies vϕ(m) ∈ Tϕ(m)M for every m ∈M).

Recall that if π : Q → S is a right principal G-bundle and g is the Lie algebra
of G, then a right equivariant principal connection on Q is a g-valued one-form
A ∈ Ω1(Q; g), satisfying the following properties:

(1) For each ξ ∈ g, we have A(ξQ) = ξ, where ξQ ∈ X(Q), defined by ξQ(q) :=
d
dt

∣∣
t=0

q · exp(tξ) for any q ∈ Q, is the infinitesimal generator of ξ.

(2) For each g ∈ G and v ∈ TQ we have A(v · g) = Ad−1g (A(v)).

If an interpolation method I : T → Xdiv(M) is given, then

A(vϕ) := Tϕ−1 ◦ vϕ − ϕ∗
(
I(vϕ(�)

)
, ϕ ∈ SDiff(M), vϕ ∈ Tϕ SDiff(M),

defines a right principal connection one-form A ∈ Ω1(SDiff(M); g�), as a direct
verification shows. Since {vϕ ∈ Tϕ SDiff(M) | vϕ = I(vϕ(�)) ◦ ϕ} is the horizontal
space defined by A, it is easily seen that the associated horizontal lift has the
expression

h↑ϕ(ẋ) = I(ẋ) ◦ ϕ, x = ϕ(�), ẋ ∈ TxX.

Conversely, given a right principal connection one-form A ∈ Ω1 (SDiff(M); g�),
it is easy to see that it defines an interpolation method I : TX → Xdiv(M) by

I(Tϕπ(vϕ)) := vϕ ◦ ϕ−1 − ϕ∗A(vϕ).

In addition, the principal connection induced by this I, returns the original A,
which proves the stated bijective correspondence between interpolation methods
and principal connections. ♦

Return to the general case and introduce the notation (x, ξx, ẋ, ξ̇x) ∈ T g̃� for
tangent vectors at (x, ξx) to g̃�. Define the horizontal space at (x, ξx) induced by
I to be the vector subspace of T(x,ξx)g̃� consisting of vectors of the form

(x, ξx, ẋ, [ξx, I (ẋ)]Jacobi−Lie) ∈ T g̃�.
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Thus, the horizontal and vertical projections are

hor(x, ξx, ẋ, ξ̇x) = (x, ξx, ẋ, [ξx, I(ẋ)]Jacobi−Lie)(10)

ver(x, ξx, ẋ, ξ̇x) =
(
x, ξx, 0, ξ̇x − [ξx, I(ẋ)]Jacobi−Lie

)
.(11)

Proposition 2.2. The covariant derivative induced by the horizontal projection
(10) is the t-curve in g̃� given by

(12)
D(x, ξx)

Dt
=

(
x,
dξx
dt
−
[
ξx, I

(
dx

dt

)]
Jacobi−Lie

)
.

Proof. Let v = d
dt

(x, ξx), so that the vertical and horizontal projections are ver(v) =
v − hor(v), and hor(v) = (x, ξx, ẋ, [ξx, I(ẋ)]Jacobi−Lie), respectively. Applying Defi-
nition 2.2, we conclude

D(x, ξx)

Dt
= v↓

(
ver

(
d

dt
(x, ξx)

))
=

(
x,
dξx
dt
−
[
ξx, I

(
dx

dt

)]
Jacobi−Lie

)
,

as stated. �

Proposition 2.3. Given an interpolation method, I : TX → Xdiv(M), the map
ΨI : (T SDiff(M))/G� → TX ⊕ g̃� given by

ΨI([vϕ]) =
(
vϕ(�), vϕ ◦ ϕ−1 − I(vϕ(�))

)
is an isomorphism of vector bundles, where vϕ ∈ Tϕ SDiff(M), and [vϕ] is the
G�-equivalence class of vϕ.

Proof. We first must show that ΨI is well defined on (T SDiff(M))/G�. Let ψ ∈
G�; note that

ΨI([vϕ ◦ ψ]) = (vϕ(ψ(�)), (vϕ ◦ ψ) ◦ (ϕ ◦ ψ)−1 − I(vϕ(ψ(�))))

= (vϕ(�), vϕ ◦ ϕ−1 − I(vϕ(�)))

= ΨI([vϕ]).

It follows immediately from Definition 2.4 that (vϕ ◦ ϕ − I(vϕ(�)))(ϕ(�)) = 0
which shows that ΨI : (T SDiff(M))/G� → TX ⊕ g̃� is well-defined.

Additionally, it is easy to check that ΨI has the inverse Ψ−1I (x, ẋ, ξx) = [u ◦ ϕ]
where u = ξx + I(ẋ) and ϕ ∈ SDiff(M) is an arbitrary diffeomorphism such that
x = ϕ(�). A direct verification shows that ΨI : T SDiff(M)/G� → TX ⊕ g̃� is a
vector bundle map. �

The importance of Proposition 2.3 is that it will allow us to transport objects
defined on T SDiff(M)/G� to objects defined on TX ⊕ g̃� (the latter space being
more intuitive). In particular, we can express the equations of motion for an ideal
fluid on TX ⊕ g̃�. Moreover, while the TX component represents the motion of
the particles, the g̃� component represents the residual, which results from using
I(ẋ) as an estimate of the velocity field of the fluid on M . These observations will
inspire particle methods for fluids wherein the error analysis is “built-in”.
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3. Lagrangian Reduction and the Equations of Motion

In this section we will use Proposition 2.3 to express the equations of motion for
a G�-invariant Lagrangian system on SDiff(M) on the space TX⊕ g̃�. Concretely,
we carry out the program in [CMR01] for this example. However, instead of just
quoting the relevant abstract formulas and applying them to our case, we prefer
to derive them by hand because we focus on interpolation methods as opposed to
connections (see Remark 2.3) and want to keep the present paper self-contained.

Before we do this, however, we would like to motivate this task by considering
the example of an ideal fluid. To begin, the kinetic energy of an ideal fluid flowing
on M , denoted LEuler : T SDiff(M)→ R, is given by

LEuler(ϕ, ϕ̇) =
ρ

2

∫
M

‖ϕ̇(m)‖2dvol(m),(13)

where ρ denotes the density of the fluid, assumed to be constant. It was shown
in [Arn66] that LEuler is SDiff(M)-invariant and that the resulting Euler-Poincaré
(a.k.a. Euler-Arnold) equations are precisely Euler’s equations for an ideal, invis-
cid, homogeneous, incompressible fluid

∂u

∂t
+∇uu = −∇p

ρ
, div u = 0, u(m) ∈ Tm(∂M) if m ∈ ∂M,

for any oriented Riemannian manifold M with smooth boundary ∂M . This result
can be proven from a number of perspectives; we will focus here on the variational
method. The equations of motion on T SDiff(M) are the Euler-Lagrange equations

D

Dt

(
∂LEuler

∂ϕ̇

)
− ∂LEuler

∂ϕ
= 0.

The integral curves of the Euler-Lagrange equations are known to extremize the
action integral

S[ϕt] =

∫ 1

0

LEuler(ϕt, ϕ̇t)dt

with respect to variations with fixed end-points at t = 0 and t = 1. Con-
versely, curves which extremize S must satisfy the Euler-Lagrange equations. This
variational principle is known as Hamilton’s principle, and is a central mecha-
nism for deriving equations of motion for conservative mechanical systems [AM78,
§3]. In particular, one can derive reduced equations of motion on Xdiv(M) ≡
(T SDiff(M))/ SDiff(M) by reducing Hamilton’s principle. This means that we
must understand how a variation of a curve ϕt ∈ SDiff(M) induces variations of
ut = ϕ̇t ◦ϕ−1t ∈ Xdiv(M). Understanding the relationship between variations of ϕt
and u allows one to obtain a variational principle on Xdiv(M) which is equivalent
to Hamilton’s principle (up to a phase). Moreover, this variational principle on
Xdiv(M) induces equations of motion which are equivalent to Euler’s equations
for an ideal incompressible homogenous fluid. In other words, Euler’s fluid equa-
tions are the evolution equations obtained by reducing Euler-Lagrange equations
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on T SDiff(M) by a (right) SDiff(M) symmetry [Arn66] (see also [AM78, §5.5],
[AK92], and [HSS09]).

In this section we shall do a reduction by G� ⊂ SDiff(M) for an arbitrary G�-
invariant Lagrangian L : T SDiff(M) → R (such as LEuler) to derive an evolution
equation on TX ⊕ g̃�. Of course, the resulting equations of motion yield the same
dynamics as Euler’s fluid equations when we choose the Lagrangian LEuler. How-
ever, despite producing the same dynamics, the use of the interpolation method
heavily influences how one writes down the equations on TX ⊕ g̃�. As in the case
of reduction by SDiff(M), we must first study how variations of curves in SDiff(M)
lead to variations of curves in TX ⊕ g̃�. This will allow us to define a variational
principle on TX ⊕ g̃� which yields the correct equations of motion.

3.1. Covariant Variations. Let ϕt be a curve in SDiff(M). A deformation of
ϕt is a two parameter family of diffeomorphisms, ϕλ,t, such that ϕ0,t = ϕt. We

desire to measure how much the variation δϕt :=
∂ϕt,λ
∂λ

∣∣∣
λ=0

(a t-curve in T SDiff(M)

covering t 7→ ϕt) induces a variation in the quantity (x, ξx)t := (x(t), ϕ̇t ◦ ϕ−1t −
I(ẋ(t))) ∈ g̃� where x(t) = ϕt(�) and ϕ̇t = dϕt

dt
. To do this, we invoke the covariant

derivative induced by I in Proposition 2.2 to define the covariant variation of a
curve (x, ξx)t ∈ g̃� with respect to a deformation (x, ξx)t,λ as the quantity

(14) δI(x, ξx)t :=
D(x, ξx)t,λ

Dλ

∣∣∣∣
λ=0

∈ g̃�(x(t)).

While this produces arbitrary variation of curves in g̃�, we will only be concerned
with variations induced by variations of curves in SDiff(M). The following propo-
sitions describe the form of such variations.

Proposition 3.1. Let ϕt be a curve in SDiff(M). Then, a vertical deformation
of ϕt is necessarily given by ϕt,λ = ϕt ◦ ψt,λ for a 2-parameter family ψt,λ ∈ G�
satisfying ψt,0 = id. Set x(t, λ) := ϕt,λ(�) and

ξx(t, λ) :=
∂ϕt,λ
∂t
◦ ϕ−1t,λ − I

(
∂x

∂t
(t, λ)

)
,

so that we have a 2-parameter family (x, ξx)t,λ ∈ g̃�. The covariant variation of
(x, ξx)t,λ with respect to λ (and with t-argument suppressed) is

δI(x, ξx) =
D(x, ηx)

Dt
− [(x, ξx), (x, ηx)] =

D(x, ηx)

Dt
+ (x, [ξx, ηx]Jacobi−Lie) ,

where ηx := (ϕt)∗

(
∂ψt,λ
∂λ

∣∣∣
λ=0

)
∈ (g̃�)x.

Proof. If we let δ = ∂
∂λ

∣∣
λ=0

then we can see that δx = 0 since x = ϕt(ψt,λ(�)) =
ϕt(�) does not depend on λ. Moreover, by Proposition 2.2 we find

δI(x, ξx) = (x, δξx) .
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Next we calculate δξx. To do this, define the spatial velocity field u = ϕ̇ ◦ ϕ−1
so that ξx = u− I(ẋ). Then we find

δξx = δu− δ(I(ẋ)).

However, as x(t) does not depend on λ, we have δ(I(ẋ)) = 0. Thus, by the Lin
constraints derived in appendix A and the identity δϕ ◦ ϕ−1 = ηx, we have

δξx = δu
(35)
=

∂ηx
∂t
− [ηx, u]Jacobi−Lie

=
∂ηx
∂t
− [ηx, I(ẋ)]Jacobi−Lie − [ηx, ξx]Jacobi−Lie .

Therefore,

δI(x, ξx) = (x, δξx) =

(
x,
∂ηx
∂t
− [ηx, I(ẋ)]Jacobi−Lie − [ηx, ξx]Jacobi−Lie

)
=

(
x,
∂ηx
∂t
− [ηx, I(ẋ)]Jacobi−Lie

)
− (x, [ηx, ξx]Jacobi−Lie)

=
D

Dt
(x, ηx) + [(x, ηx), (x, ξx)]

by Proposition 2.2 and (8). �

While the form of covariant variations induced by vertical variations is now
clear, we must also consider how (x, ξx) = (x, ϕ̇ ◦ ϕ−1−I(ẋ)) ∈ g̃� varies in
response to variations of x = ϕt(�) ∈ X. Given a curve ϕt ∈ SDiff(M) we
may take a deformation of the curve x(t) = ϕt(�) ∈ X given by x(t, λ). Define
δx(t, λ) := ∂

∂λ
x(t, λ) ∈ Tx(t,λ)X. Thus, I(δx(t, λ)) ∈ Xdiv(M). For each fixed t,

λ 7→ I(δx(t, λ)) is a λ- dependent family of divergence free vector fields on M .

Denote by Fl
I(δx(t,λ))
λ the evolution operator of this λ-dependent vector field which

at λ = 0 is the identity diffeomorphism on M . Define the horizontal deformation
of ϕt by

(15) ϕt,λ := Fl
I(δx(t,λ))
λ ◦ ϕt ∈ SDiff(M).

Therefore

(16) δϕt :=
∂

∂λ

∣∣∣∣
λ=0

ϕt,λ = I(δx(t, 0)) ◦ ϕt.

In addition, by Definition 2.4, for fixed t, λ 7→ xk(t, λ) is an integral curve of
I(δx(t, λ)) which at λ = 0 passes through xk(t) and thus, by uniqueness of integral
curves, we have

xk(t, λ) = Fl
I(δx(t,λ))
λ (xk(t)).

Recall from Definition 2.4, that an interpolation method is an element I ∈
Ω1(X;Xdiv(M)), such that I(ẋ)(x) = ẋ, for all ẋ ∈ TxX. We want to define the
exterior derivative dI in a way which is consistent with the exterior derivative
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on Ω1(X). Ultimately, this amounts to the construction described in remark 2.1.
However, for the sake of additional concreteness we can construct this exterior
derivative by considering the ordinary one form [α] ◦ I ∈ Ω1(M) obtained for an
element of the dual space [α] ∈ Xdiv(M)∗. At this point it is useful to recall what
the (smooth) dual space of Xdiv(M) is. We recall (see [MW83]) that Xdiv(M)∗ can
be identified with Ω1(M)/dC∞(M) via the weakly non-degenerate pairing

〈[α], X〉 :=

∫
M

α(X)µ,

where µ ∈ Ωn(M) is the the Riemannian volume form on M (recall that (M, g) is
an oriented Riemannian manifold, possibly with boundary, for which the Hodge
decomposition theorem holds). This follows from the Hodge decomposition theo-
rem for one-forms.

So, for any element [α] ∈ Ω1(M)/dC∞(M) ∼= Xdiv(M)∗, the composition [α]◦I :
TX → R is a usual one-form on X, given by

([α] ◦ I) (δx) :=

∫
M

α (I(δx))µ, for all δx ∈ TxX.

We define the exterior derivative dI of I, to be the unique Xdiv(M)-valued two-
form on X such that [α] ◦ dI = d([α] ◦ I) for any α ∈ Ω1(M).

Next, we turn to the definition of the covariant derivative ∂I
∂x

of I relative to the

base point in X. By Definition 2.3, ∂([α]◦I)
∂x

: TX → T ∗X is a fiber bundle map
covering he identity. In complete analogy with the definition of dI, we define the
map ∂I

∂x
: TX → T ∗X ⊗ Xdiv(M) by

[α]

(〈
∂I
∂x

(ẋ), δx

〉)
=

〈
∂([α] ◦ I)

∂x
(ẋ), δx

〉
, for all ẋ, δx ∈ TxX.

This is the standard definition of the covariant derivative of a vector valued one-
form on a Riemannian manifold (see, e.g., [CMR01, Definition 3.3.3]).

More explicitly, we can locally write I = εi ⊗ vi for a finite number of local
vector field valued functions v1, . . . , vn ∈ C∞(X;Xdiv(M)) and a local basis of
one-forms ε1, . . . , εn ∈ Ω1(X), where n := dimX. Then, a direct computation
using Definition 2.3 and (5) shows that

∂I
∂x

(ẋ) =
(
εi(x) (ẋ)

)
dvi(x) +

∂εi

∂x
(ẋ)⊗ vi(x) ∈ T ∗xX ⊗ Xdiv(M),

where ∂εi

∂x
is the covariant derivative of εi in Definition 2.3 (viewing εi as a smooth

function on TX) and dvi is the exterior derivative of vi ∈ C∞(X;Xdiv(M)).
While ∂I

∂x
provides a measure of how much the value of I varies as we change the

base point of an element of TX, we would also like to describe how I varies with
respect to changes in the velocity vector of TX while holding the base point fixed,
i.e., we need the fiber derivative of I (see (1)). Since I is linear in the velocity
variable (by Definition 2.4), it follows that the fiber derivative of I is I itself.
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Putting all these remarks together, it follows that along a smooth curve λ 7→
ẋλ ∈ TX covering the curve λ 7→ xλ ∈ X with ẋλ|λ=0 = ẋ and d

dλ

∣∣
λ=0

xλ = δx, by
equation (4), we have

(17)
d

dλ

∣∣∣∣
λ=0

I(ẋ) =

〈
∂I
∂x

(ẋ), δx

〉
+ I

(
Dẋ

Dλ

∣∣∣∣
λ=0

)
∈ Xdiv(M).

This formula allows us to express horizontal variations in a particularly simple
form.

Proposition 3.2. Let ϕt be a curve in SDiff(M) and x(t) = ϕt(�). Let xt,λ be a
deformation of xt and ϕt,λ the resulting horizontal deformation given by equation
(15). Then the covariant variation of (x, ξx), where ξx := ϕ̇ ◦ ϕ−1 − I(ẋ), is given
by

δI(x, ξx) = B̃(ẋ, δx),

where B̃ is the g̃�-valued two-form on X given by the expression

B̃(ẋ, δx) = (x, dI(ẋ, δx) + [I(ẋ), I(δx)]Jacobi−Lie).(18)

Before we begin the proof we would like to point out that B̃ is the reduced
curvature tensor of principal connection associated to I in Remark 2.3. This rela-
tionship bridges the reductions being performed in this paper with those performed
in [CMR01].

Proof. Define the spatial velocity u := ϕ̇ ◦ ϕ−1 ∈ Xdiv(M). Then we see that
ξx = u−I(ẋ). Let us now calculate the derivative of ξx with respect to λ at λ = 0.
We find

δξx = δu− ∂

∂λ

∣∣∣∣
λ=0

(I(ẋ))

Upon noting that δϕ ◦ ϕ−1 = I(δx) we see by the Lin constraints derived in
appendix A (see (35)) that

δu =
∂

∂t
(I(δx))− [I(δx), u]Jacobi−Lie

By (17) we find

∂

∂λ

∣∣∣∣
λ=0

(I(ẋ)) =

〈
∂I
∂x

(ẋ), δx

〉
+ I

(
Dẋ

Dλ

)
∂

∂t
(I(δx)) =

〈
∂I
∂x

(δx), ẋ

〉
+ I

(
Dδx

Dt

)
.
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We may now express δξx as

δξx =

〈
∂I
∂x

(δx), ẋ

〉
−
〈
∂I
∂x

(ẋ), δx

〉
︸ ︷︷ ︸

T1

+ I
(
Dδx

Dt

)
− I

(
Dẋ

Dλ

∣∣∣∣
λ=0

)
︸ ︷︷ ︸

T2

− [I(δx), u]Jacobi−Lie

By (6) T1 = dI(ẋ, δx). Moreover, by the torsion free property of the Levi-Civita
connection we find Dẋ

Dλ

∣∣
λ=0

= Dδx
Dt

. This yields T2 = 0. Finally substituting
u = ξx + I(ẋ) we can express δξx by

δξx = dI(ẋ, δx)− [I(δx), I(ẋ)]Jacobi−Lie − [I(δx), ξx]Jacobi−Lie

Now we apply Proposition 2.2. �

The reduced curvature tensor B̃ measures the non-integrability of the distribu-
tion induced by I.

Hamilton’s principle considers variations of a curve ϕt ∈ SDiff(M). These vari-
ations of ϕt induce a restricted class of variations of (x, ξx). As a result of Proposi-
tions 3.1 and 3.2, we see that the most general covariant variations of (x, ξx) ∈ g̃�
that would appear in a reduction of Hamilton’s principle, are of the form

(19) δI(x, ξx) =
D(x, ηx)

Dt
+ [(x, ηx), (x, ξx)] + B̃(ẋ, δx)

for some curve (x, ηx) ∈ g̃� and a variation δx(t) of the curve x(t). In the next
section we will state this reduced variational principle explicitly.

3.2. Lagrange-Poincaré Reduction. In this section, we state the Lagrange-
Poincaré reduction theorem (see [CMR01]) in terms of interpolation methods
rather than principal connections. The resulting equations of motion are related to
the Euler-Lagrange equations through the isomorphism, ΨI : (T SDiff(M))/G� →
TX ⊕ g̃�, of Proposition 2.3. Note that if a Lagrangian L : T SDiff(M) → R is
G�-invariant, then there exists a smooth function ` : T SDiff(M)/G� → R defined
by `([ϕ, ϕ̇]) = L(ϕ, ϕ̇) for each (ϕ, ϕ̇) ∈ T SDiff(M). By using ΨI we can alterna-
tively define ` as a function on TX ⊕ g̃�

2. For example, the reduced Lagrangian
of LEuler, denoted `Euler : TX ⊕ g̃� → R, is given by

`Euler(x, ẋ, ξx) =
ρ

2

∫
M

‖ξx + I(ẋ)‖2dvol(m).(20)

In order to write down the resulting equations of motion on the vector bundle
TX ⊕ g̃�, it helps to note that there is a natural covariant derivative induced by

2We will abuse notation and use ` to simultaneously denote a function on T SDiff(M)/G�
and TX ⊕ g̃�.
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the metric on M and I. In particular, we introduce the Riemannian metric on X
given by

〈vx, wx〉X :=

∫
M

〈I(vx)(m), I(wx)(m)〉M dvol(m).

We may use the Levi-Civita connection associated to 〈·, ·〉X to get a covariant
derivative on TX. Taking the direct sum of the covariant derivative on X and
the covariant derivative on g̃� produces a covariant derivative on TX ⊕ g̃�. Let
D
Dt

be the covariant derivative along a curve relative to this direct sum covariant
derivative on M and g̃�. This is the final tool we require in order to express the
reduced equations of motion.

Theorem 3.1. Let L : T SDiff(M) → R be a G�-invariant Lagrangian (for ex-
ample, the kinetic energy Lagrangian given in (13)). Let I : TX → Xdiv(M)
be an interpolation method and ` : TX ⊕ g̃� → R the reduced Lagrangian. Let
ϕt ∈ SDiff(M) be a curve and set (x, ẋ, ξx)(t) := ΨI ([ϕt, ϕ̇t]). Then the following
are equivalent.

(i) The curve ϕt is critical for the action

S =

∫ 1

0

L(ϕt, ϕ̇t)dt

with respect to variations δϕt with fixed end points.
(ii) The curve ϕt satisfies the Euler- Lagrange equations

D

Dt

(
∂L

∂ϕ̇t

)
− ∂L

∂ϕt
= 0.

with respect to an arbitrary covariant derivative on T SDiff(M).
(iii) The curve (x, ẋ, ξx)(t) is critical for the reduced action

[S] =

∫ 1

0

`(x, ẋ, ξx)(t)dt

with respect to arbitrary variations δx(t), with fixed end points, and covari-
ant variations of (x, ξx) of the form

δI(x, ξx) =
D(x, ηx)

Dt
+ [(x, ηx), (x, ξx)] + B̃(ẋ, δx)

for arbitrary curves (x, ηx)(t) ∈ g̃� which cover x(t).
(iv) The curve (x, ẋ, ξx)(t) satisfies the Lagrange-Poincaré equations

D

Dt

(
∂`

∂ẋ

)
− ∂`

∂x
= iẋB̃∂`/∂ξx on TX

D

Dt

(
∂`

∂ξx

)
= − ad∗(x,ξx)

(
∂`

∂ξx

)
on g̃�
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where B̃∂`/∂ξx is the real-valued 2-form on X given by B̃∂`/∂ξx(vx, wx) =〈
∂`

∂ξx
, B̃(vx, wx)

〉
.

Proof. The equivalence of (i) and (ii) is an intrinsic formulation of the standard
derivation of the Euler-Lagrange equations from Hamilton’s variational principle
(see, e.g., [AM78], [Arn00], [MR99]). We have chosen to write the intrinsic for-
mulation more out of necessity than interest, as we are working on a space with
non- trivial coordinate charts. In this case, the “equivalence of mixed partials”
comes from our definition of the covariant derivative induced by a generalized con-
nection. Specifically, let ϕt,λ be an embedding of a surface into SDiff(M) (i.e., a
deformation of a curve). Then we observe that

Dϕ̇t
Dλ

= v↓

(
ver

(
∂2ϕt,λ
∂t∂λ

∣∣∣∣
λ=0

))
=
Dδϕt
Dt

(21)

where ϕ̇t = ∂ϕt,0
∂t

and δϕt =
∂ϕt,λ
∂λ

∣∣∣
λ=0

. Using this observation, one is able to prove

the equivalence of (i) and (ii) using a standard integration by parts argument (see
[AM78, Proposition 3.8.3] for a proof with coordinates or [JV12, Proposition 2.5]
for a proof without coordinates).

We now prove the equivalence of (i) and (iii). By construction, the two ac-
tions S and [S] coincide on the indicated curves. If the action S is extremized
along (ϕt, ϕ̇t), then [S] must be extremized along (x, ẋ, ξx)(t) = ΨI([(ϕt, ϕ̇t)]) (see
Proposition 2.3) with respect to variations induced by an arbitrary variation δϕt.
In particular, by Proposition 3.2, the contribution to the covariant variation δIξx
induced by the variation δx is B̃(ẋ, δx). Secondly, by Proposition 3.1, the contri-
bution to δI(x, ξx) due to the vertical component ηx = δϕt ◦ ϕ−1t − I(δx) is given
by D

Dt
(x, ηx) − [(x, ξx), (x, ηx)]. In summary, δI(x, ξx) is given by (19). Thus (i)

implies (iii).
Conversely, given arbitrary curves (x, ηx)(t) ∈ g̃� and δx(t) ∈ TX covering

x(t) ∈ X, define
δϕ(t) := (ηx(t) + I(δx(t)) ◦ ϕt

and note that this is an arbitrary variation along the curve ϕt. Since S and [S] co-
incide along the curves (ϕt, ϕ̇t) and ΨI([δϕt, ϕ̇t]) = (x(t), ẋ(t), ξx(t)), respectively,
and

ΨI ([(ϕ, δϕ)]) =

(
x, δx,

D

Dt
(x, ηx) + [(x, ηx), (x, ξx)] + B̃(ẋ, δx)

)
,

we see that δS = δ[S]. This shows that (iii) implies (i).

Finally, we prove the equivalence of (iii) and (iv). Assume [S] is extremized with
respect to the variations given in equation (19). Then we find that

δ[S] =
∂

∂λ

∣∣∣∣
λ=0

∫ 1

0

`(xλ, ẋλ, ξ̇x,λ)dt =

∫ 1

0

〈d`, δ(x, ẋ, ξx)〉 dt.
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We may use (4) to rewrite the exterior derivative of ` using the covariant derivative
on the vector bundle TX ⊕ g̃� to arrive at

δ[S] =

∫ 1

0

(〈
∂`

∂ξx
,
D(x, ξx)

Dλ

∣∣∣∣
λ=0

〉
+

〈
∂`

∂ẋ
,
Dẋ

Dλ

∣∣∣∣
λ=0

〉
+

〈
∂`

∂x
, δx

〉)
dt.

We can now make two substitutions. Firstly, by definition δI(x, ξx) := D(x,ξx)
Dλ

∣∣∣
λ=0

,

which we assume is given by (19) for some curve (x, ηx)t ∈ g̃� covering x(t).
Secondly, if we invoke Definition 2.2 with respect to the Levi-Civita connection on
X, we observe

Dẋ

Dλ

∣∣∣∣
λ=0

(2)
= v↓

(
ver

(
∂

∂λ

∣∣∣∣
λ=0

(
∂x

∂t

)))
= v↓

(
ver

(
∂

∂t

(
∂x

∂λ

∣∣∣∣
λ=0

)))
=
Dδx

Dt
.

(22)

If we substitute (19) and (22) into our expression for δ[S] we find

δ[S] =

∫ 1

0

〈
∂`

∂ξx
,
D(x, ηx)

Dt
+ [(x, ηx), (x, ξx)] + B̃(ẋ, δx)

〉
dt

+

∫ 1

0

(〈
∂`

∂ẋ
,
Dδx

Dt

〉
+

〈
∂`

∂x
, δx

〉)
dt

We separate δ[S] into a part which is proportional to δx and a part which is
proportional to ηx. We will call these components Tx and Tη respectively, so that
δ[S] = Tx + Tη. In particular, δ[S] is zero with respect to arbitrary variations δx
and ηx if and only if Tx and Tη are identically 0. We find that

Tη =

∫ 1

0

〈
∂`

∂ξx
,
D(x, ηx)

Dt
+ [(x, ηx), (x, ξx)]

〉
dt.

The definition of the covariant derivative on the dual-adjoint bundle g̃∗� yields the
equation 〈

∂`

∂ξx
,
D(x, ηx)

Dt

〉
=

d

dt

〈
∂`

∂ξx
, (x, ηx)

〉
−
〈
D

Dt

(
∂`

∂ξx

)
, (x, ηx)

〉
which we substitute into the expression for Tη to find

Tη =

[〈
∂`

∂ξx
, (x, ηx)

〉]∣∣∣∣t=1

t=0

−
∫ 1

0

(〈
D

Dt

(
∂`

∂ξx

)
, (x, ηx)

〉
−
〈
∂`

∂ξx
, [(x, ηx), (x, ξx)]

〉)
dt
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As ηx = 0 at time t = 0, 1 the boundary term is 0. Moreover,〈
∂`

∂ξx
, [(x, ηx), (x, ξx)]

〉
=

〈
∂`

∂ξx
,− ad(x,ξx)(x, ηx)

〉
=

〈
− ad∗(x,ξx)

(
∂`

∂ξx

)
, (x, ηx)

〉
.

We substitute the above expression into Tη and get

Tη = −
∫ 1

0

〈
D

Dt

(
∂`

∂ξx

)
+ ad∗(x,ξx)

(
∂`

∂ξx

)
, (x, ηx)

〉
dt.

If Tη = 0 for an arbitrary (x, ηx) then we find that the vertical equation

D

Dt

(
∂`

∂ξx

)
= − ad∗(x,ξx)

(
∂`

∂ξx

)
must hold.

We now consider the equation Tx = 0. We find that

Tx =

∫ 1

0

(〈
∂`

∂ẋ
,
Dδx

Dt

〉
+

〈
∂`

∂x
, δx

〉
+

〈
∂`

∂ξx
, B̃(ẋ, δx)

〉)
dt.

Using the definition of the Levi-Civita derivative on T ∗X we find〈
∂`

∂ẋ
,
Dδx

Dt

〉
=

d

dt

〈
∂`

∂ẋ
, δx

〉
−
〈
D

Dt

(
∂`

∂ẋ

)
, δx

〉
.

We substitute this into our expression for Tx to find

Tx =

[〈
∂`

∂ẋ
, δx

〉]∣∣∣∣t=1

t=0

−
∫ 1

0

(〈
D

Dt

(
∂`

∂ẋ

)
− ∂`

∂x
, δx

〉
−
〈
∂`

∂ξx
, B̃(ẋ, δx)

〉)
dt.

As δx vanishes at the end-points, we may ignore the boundary terms. Moreover,
the final term may be re-written as〈

∂`

∂ξx
, B̃(ẋ, δx)

〉
=
〈
iẋB̃∂`/∂ξx , δx

〉
.

Thus we find

Tx = −
∫ 1

0

〈
D

Dt

(
∂`

∂ẋ

)
− ∂`

∂x
− iẋB̃∂`/∂ξx , δx

〉
dt.

If Tx = 0 for arbitrary fixed end-point variations, δx, then the horizontal equation

D

Dt

(
∂`

∂ẋ

)
− ∂`

∂x
= iẋB̃∂`/∂ξx

must hold. Thus we have shown that (iii) implies (iv). Additionally, the above
sequence of calculations is reversible and (iv) can be shown to imply (iii). �
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At this point, we may be inspired to come up with particle methods by trying
to better understand the horizontal equation (the equation for the dynamics on
TX). However, for the case of an incompressible homogenous ideal fluid one has
the right to be very skeptical of this idea because the vertical equation expresses
the overwhelming majority of the dynamics. In fact, if we unpack the terms of the
vertical equation for the Lagrangian LEuler, we find that ∂`Euler

∂ξx
= 〈ξx + I(ẋ), ·〉L2 =

u[, so that the left hand side is

Du[

Dt
=
∂u[

∂t
+ ad∗I(ẋ)(u

[),

while the right hand side of the vertical equation is − ad∗(x,ξx)(u
[). Bringing both

terms to one side we find ∂u[

∂t
+ ad∗u u

[ = 0, which is the Euler equation for an ideal
homogeneous fluid equation (see, e.g., [AM78] [AK92]), except for the fact that
the vertical equations (strictly speaking) only address the domain complementary
to the particle locations. In essence, the horizontal equations for LEuler only state
that the particles move in such a way that u can be extended smoothly by “filling
the holes”. Despite this sobering observation, we know that computational scien-
tists simulate fluids and successfully use interpolation methods frequently. After
studying what happens when we reduce by a class of subgroups of G� in §4, we
will try to understand how the horizontal equation can potentially inspire particle
methods in §5.

4. Higher Order Isotropy Groups

In the previous section we reduced our system by the Lie group G�. This
resulting in a set of coupled equations on the vector bundles TX and g̃�. Notably,
X is the configuration manifold for the dynamics of particles in M . That data
associated to an x ∈ X consists of the values of N points of some diffeomorphism
ϕ ∈ SDiff(M) which represents the configuration of the fluid. We would like to
take this further and construct particles which carry the values of diffeomorphisms
as well as a finite amount of derivative data. In other words we would like to have
jet-data attached out particles. This will be useful in the final section where we
construct some plausible particle methods.

To obtain these data augmented particles we will consider the Lie group

G
(k)
� := {ψ ∈ G� | T (k)

� ψ is the identity on T
(k)
� M}.

In local coordinates, elements of G
(k)
� are diffeomorphisms such that the Taylor

expansion around each point �i of � is of the form

ψ(�i + δxi) = �i + δxi + o(‖δxi‖k)

To make this more precise we will include a short discussion on jet bundles—in
particular, jets of elements in SDiff(M).
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4.1. Jet bundles of the special diffeomorphism group. Consider the follow-
ing equivalence relation: ϕ1, ϕ2 ∈ SDiff(M) are equivalent to kth order at x =
(x1, . . . , xN) ∈ X if, in a chart (and hence all charts), they have the same Taylor
expansion at each xi, i = 1, . . . , N . Given a ϕ ∈ SDiff(M) denote the equivalence
class by jkx(ϕ) and denote the set of such equivalence classes by J k

x (SDiff(M));
elements of J k

x (SDiff(M)) are called k-jets of SDiff(M) sourced at x ∈ X. For
k = 0, the equivalence relation above states that ϕ1(x) = ϕ2(x) and for k = 1
it means that Txϕ1 = Txϕ2. For any l < k, there is a natural projection πkl :
J k
x (SDiff(M))→ J l

x(SDiff(M)). In particular, πk0
(
jkxϕ
)

= ϕ(x) ∈ X. If jkx(ϕ1) =

jkx(ϕ2) and jky (ψ1) = jky (ψ2) for ϕ1, ϕ2, ψ1, ψ2 ∈ SDiff(M), y = ϕ1(x) = ϕ2(x),

then jkx(ψ1 ◦ ϕ1) = jkx(ψ2 ◦ ϕ2). This leads to the definition of jet composition
jky (ψ) ◦ jkx(ϕ) := jkx(ψ ◦ ϕ). For more information on jet spaces see, e.g., [KMS99,
§12].

There is an alternative way to define k-jets using the kth order tangent bundle,
which we now define. Note that a curve in M is merely an element of C∞(I;M)
for some interval I ⊂ R which contains 0 ∈ R. Define the equivalence relation
between curves on M by c1(·) ∼0 c2(·) if and only if c1(0) = c2(0). Thus, the

quotient C∞(I;M)
∼0

is identified with M itself. Next, consider the equivalence relation

c1(·) ∼1 c2(·) given by the conditions c1(0) = c2(0) and dc1
dt

∣∣
t=0

= dc2
dt

∣∣
t=0

. We

observe that TM = C∞(I;M)
∼1

(see, e.g., [AM78, Definition 1.6.3], [Ble81, Definition

0.2.3], [MR99, Definition 3.3.1]). Finally, define the equivalence relation c1(·) ∼k
c2(·) given by the conditions

c1(0) = c2(0),
dc1
dt

∣∣∣∣
t=0

=
dc2
dt

∣∣∣∣
t=0

, . . . ,
dkc1
dtk

∣∣∣∣
t=0

=
dkc2
dtk

∣∣∣∣
t=0

in a chart (and hence all compatible charts at c1(0)). The kth order tangent

bundle is defined as the quotient space T (k)M := C∞(I;M)
∼k

equipped with the fiber

bundle projection τ (k) : T (k)M → M . Given a curve c ∈ C∞(I;M) denote its
equivalence class with respect to ∼k by [c]k; thus the fiber projection is given by
τ (k)([c]k) = c(0). Note that, with the exception of k = 0, 1, τ (k) : T (k)M → M are
not vector bundles.

Note that any ϕ ∈ SDiff(M) acts on a curve c ∈ C∞(I;M) by composition.
Define the diffeomorphism T (k)ϕ : T (k)M → T (k)M by T (k)ϕ([c]k) := [ϕ ◦ c]k.
Given ϕ ∈ SDiff(M) and a point m ∈ M we see that T

(k)
m ϕ : (τ (k))−1(m) →

(τ (k))−1(ϕ(m)). Note that T (k)(ϕ2 ◦ ϕ1) = T (k)ϕ2 ◦ T (k)ϕ1. If we pay attention to

the base points, this last equation reads T
(k)
m (ϕ2◦ϕ1) = T

(k)
ϕ1(m)ϕ2◦T (k)

m ϕ1. Following

our conventions in the previous section, we define T
(k)
� ϕ :=

(
T

(k)
�1
ϕ, . . . , T

(k)
�Nϕ

)
.
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Define the subgroup

G
(k)
� : = {ϕ ∈ SDiff(M) | T (k)

� ϕ = T
(k)
� id}

=

{
ψ ∈ G�

∣∣∣∣ ∂ψi∂mj
(�l) = δji ,

∂|α|ψi

∂mα
(�l) = 0, 1 < |α| ≤ k, l = 1, . . . , N

}
,

where T
(k)
�j id is the identity map on the fiber T

(k)
�j M , α := (α1, . . . , αdim(M)) is

a multi-index, αj ≥ 0, α ∈ Ndim(M), |α| := α1 + · · · + αdim(M), and ∂|α|

∂mα
:=

∂|α|/(∂m1)α1(∂m2)α2 · · · (∂mdim(M))αdim(M) . The second equality is a direct verifi-

cation in a local chart. The subgroup G
(k)
� is itself a Lie group, and we denote its

Lie algebra by

g
(k)
� := {ξ ∈ g� | ∂α|� ξ = 0, 0 ≤ |α| ≤ k},

i.e., g
(k)
� consist of divergence free vector fields which vanish at the points � to kth

order.
In the following sections we will consider reducing Lagrangian systems on SDiff(M)

by by G
(k)
� for k > 0. In order to relate these ideas to the reductions performed

earlier in the paper (i.e. by G�), we note the following property.

Proposition 4.1. The subgroup G
(k)
� is normal in G�.

Proof. Let ϕ ∈ G� and ψ ∈ G(k)
� . Thus T

(k)
� ψ = T

(k)
� id and we find

T
(k)
� (ϕ ◦ ψ ◦ ϕ−1) = T

(k)
� ϕ ◦ T (k)

� ψ ◦ (T
(k)
� ϕ)−1 = T

(k)
� id.

This shows ϕ ◦ ψ ◦ ϕ−1 ∈ G(k)
� . �

The subgroup G
(k)
� acts on SDiff(M) by composition on the right. Note that

by the relevant definitions, jk�ϕ = jk�(id) if and only if T
(k)
� ϕ = T

(k)
� id. This

immediately shows that both maps

J k
�(SDiff(M)) 3 jk�ϕ←→ [ϕ] ∈ SDiff(M)/G

(k)
� .

are well defined and inverses to each other. Thus, we can identify J k
�(SDiff(M))

with SDiff(M)/G
(k)
� which we shall do in the rest of the paper. Using this identi-

fication, Proposition 4.1 implies that

J k
�(G�) = G�/G

(k)
�

is a finite dimensional Lie group with Lie algebra g�/g
(k)
� . In particular, J k

�(G�)
consists of kth order Taylor series data about the points of �. We will use the
right action of J k

�(G�) on J k(SDiff(M)) in §5 to find conserved momenta for a
class of particle methods, using Noether’s theorem.
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Finally, we would like to relate the tangent bundle of SDiff(M) to the tangent
bundle of J k

�(SDiff(M)). Given any ϕ̇ ∈ T SDiff(M) we may consider the k-jet
jk�(ϕ̇) ∈ TJ k

�(SDiff(M)) as the vector

jk�(ϕ̇) =
d

dt

∣∣∣∣
t=0

jk�(ϕt)

for an arbitrary curve ϕt ∈ SDiff(M) such that dϕt
dt

∣∣
t=0

= ϕ̇. Of course, this defi-

nition gives a meaning to the expression jk�(u) when u ∈ Xdiv(M) ⊂ T SDiff(M)

as well. In particular, we conclude that g
(k)
� = {u ∈ Xdiv(M) | jk�(u) = 0}.

Given any ϕ ∈ SDiff(M) such that ϕ(�) = x(0) ∈ X we see that jk�(u ◦ ϕ) is
an element of TJ k

�(SDiff(M)). Moreover, we may consider the entire equivalence

class, x(k) := jk�ϕ, as a set of maps which can be composed with the set of maps

comprising jk
x(0)

(u) to define jk
x(0)

(u) ◦ x(k) := jk�(u ◦ ϕ).

Define the vector bundle g̃
(k)
� with baseX(k) := SDiff(M)/G

(k)
� = J (k)(SDiff(M))

by

g̃
(k)
� :=

{(
x(k), ξ

(k)

x(k)

) ∣∣∣ x(k) ∈ X(k), x(0) := πk0
(
x(k)
)
∈ X, ξ(k)

x(k)
∈ g

(k)

x(0)

}
,

where g
(k)

x(0)
is the Lie algebra of the isotropy group G

(k)

x(0)
for each x(0) ∈ X, i.e., the

set of divergence free vector fields which vanish up to order k at the N particle
locations x(0) ∈ X ⊂MN 3.

4.2. Quotients and kth order interpolation methods. In this section we gen-
eralize the notion of an interpolation method to handle jet-data. This generaliza-
tion is called a higher order interpolation method, and is identical to the notion
of “higher-order interpolation” from the stanpoint of numerical analysis. Define

the quotient manifold X(k) := SDiff(M)/G
(k)
� ≡ J

(k)
� (SDiff(M)), which consists

of particles augmented by Taylor series data. For the case k = 1, an element of
X(1) is given by a k-tuple of unit-volume frames above non-overlapping points in
M . Therefore, X(1) is equivalent to the configuration manifold of particles with
orientations and shape. We can view orientation and shape as first order deforma-
tions of ‘infinitesimal balls’. If M = Rd we identify the unit volume frames with
SL(d,R) and X(1) = X(0) × SL(d,R)N → X(0), a trivial fiber bundle. For k > 1
we obtain quantities which express higher-order deformations.

Next, we follow the procedure of Lagrange-Poincaré reduction used in the last
section but for a kth order interpolation method, formally defined below.

Definition 4.1. A kth order interpolation method is a Xdiv(M) valued one-form,
I ∈ Ω1(X(k);Xdiv(M)), such that jk

x(0)

(
I(x(k), ẋ(k))

)
◦ x(k) =

(
x(k), ẋ(k)

)
where(

x(k), ẋ(k)
)
∈ TX(k), and x(0) = πk0

(
x(k)
)
.

3The bundle g̃
(k)
� is identical to the adjoint bundle

SDiff(M)×g
(k)
�

G
(k)
�

when equipped with the

fiberwise Lie bracket given by the negative of the Jacobi-Lie bracket of vector fields.
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Note that k = 0 recovers Definition 2.4. For k > 0 we get the natural higher
order generalization of 2.4. In other words, a kth order interpolation method
produces a vector field with given kth order Taylor-series data at a finite set of
points. Again, as in Remark 2.3, a kth order interpolation method is equivalent to

a right G
(k)
� -principal connection on SDiff(M).

By using a kth order interpolation method, we can follow the same constructions
and procedures as in §2 and §3, beginning with the definition of the fiber bundle

isomorphism Ψ
(k)
I : T SDiff(M)/G

(k)
� → TX(k) ⊕ g̃

(k)
� (the analogue of the one in

Proposition 2.3) given by

(23) Ψ
(k)
I ([vϕ]) = jk�(vϕ)⊕

(
vϕ ◦ ϕ−1 − I(jk�(vϕ))

)
.

Working in this manner we may repeat all the proofs of the previous section by
using the jet operator jk� in the right places. For example, the evaluation x = ϕ(�)

is now replaced by the evaluation x(k) = jk�ϕ. Thus, all symbolic manipulations
are entirely the same as in the previous sections and the reduced Lagrangian of
LEuler is now given by

`
(k)
Euler

(
x(k), ẋ(k), ξ

(k)

x(k)

)
=

1

2

∫
M

∥∥∥I (ẋ(k))+ ξ
(k)

x(k)

∥∥∥2 dvol(m).

Using this insight we may obtain a modest generalization of Theorem 3.1.

Theorem 4.1. Let L : T SDiff(M) → R be a G
(k)
� -invariant Lagrangian (e.g.,

LEuler given in (13)). Let I ∈ Ω1(X(k);Xdiv(M)) be a kth-order interpolation

method and `(k) : TX(k)⊕g̃(k)� → R the reduced Lagrangian defined by `(k)◦ψI := L.

Let ϕt ∈ SDiff(M) be a curve and set
(
x(k), ẋ(k), ξ

(k)

x(k)

)
(t) = Φ

(k)
I ([ϕt, ϕ̇t]). Then

the following are equivalent.

(i) The curve ϕt is critical for the action

S =

∫ 1

0

L(ϕt, ϕ̇t)dt

with respect to variations δϕt with fixed end points.
(ii) The curve ϕt satisfies the Euler-Lagrange equations

D

Dt

(
∂L

∂ϕ̇t

)
− ∂L

∂ϕt
= 0.

with respect to an arbitrary covariant derivative on T SDiff(M).

(iii) The curve
(
x(k), ẋ(k), ξ

(k)

x(k)

)
(t) is critical for the reduced action

[S] =

∫ 1

0

`(k)
(
x(k), ẋ(k), ξ

(k)

x(k)

)
(t)dt
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with respect to arbitrary variations δx(k)(t), with fixed end points, and co-

variant variations of
(
x(k), ξ

(k)

x(k)

)
(t) of the form

δI
(
x(k), ξ

(k)

x(k)

)
=
D
(
x(k), η

(k)

x(k)

)
Dt

+
[(
x(k), η

(k)

x(k)

)
,
(
x(k), ξ

(k)

x(k)

)]
+ B̃

(
ẋ(k), δx(k)

)
for arbitrary curves

(
x(k), η

(k)

x(k)

)
(t) ∈ g̃

(k)
� covering x(t).

(iv) The curve
(
x(k), ẋ(k), ξ

(k)

x(k)

)
(t) satisfies the Lagrange-Poincaré equations

D

Dt

(
∂`(k)

∂ẋ(k)

)
− ∂`(k)

∂x(k)
= B̃

∂`(k)/∂ξ
(k)

x(k)

(
ẋ(k), ·

)
on Tx(k)(t)X

(k)(24)

D

Dt

(
∂`(k)

∂ξ
(k)

x(k)

)
= − ad∗

ξ
(k)

x(k)

(
∂`(k)

∂ξ
(k)

x(k)

)
on g̃

(k)
� (x(k)(t))(25)

where B̃
∂`(k)/∂ξ

(k)

x(k)

(vx(k) , wx(k)) =

〈
∂`(k)

∂ξ
(k)

x(k)

, B̃ (vx(k) , wx(k))

〉
, for any vx(k) , wx(k) ∈

Tx(k)X
(k) and all x(k) ∈ X(k).

Proof. The proof of theorem 4.1 is nearly identical to the proof of Theorem 3.1. The
symbolic manipulations are the same upon substituting the expression ‘x = ϕ(�)’
with the expression ‘x = jk�(ϕ)’ into the proof of Theorem 3.1. �

When k > 0, the space X(k) stores particle positions, as well as kth order jet-
data about the particle positions. Moreover, the infinite dimensional vector bundle

g̃
(k)
� stores vector fields which vanish at the particle positions up to kth order.

Specifically, the horizontal equation (24) evolves the momenta of the particles and
their jet-data, while the vertical equation (25) evolves the momenta conjugate to

(x, ξ
(k)

x(k)
).

Remark 4.2. If we interpret I(·) as an estimate of the fluid motion then the vector

field ξ
(k)

x(k)
can be viewed as a residual. This interpretation of ξ

(k)

x(k)
as a residual of

an estimate will become more important when we discuss how I induces particle
methods for Lagrangian systems on SDiff(M). In particular, the error analysis of
these methods can be performed through this interpretation.

Remark 4.3. If L is a G�-invariant Lagrangian, then there is an extra symmetry

in the horizontal equations (24). In particular, the group J k
�(G�) ≡ G�/G

(k)
� is

a residual symmetry left over by a G
(k)
� reduction. For example, if M = Rd and

k = 1 we can identify J 1
�(G�) with SL(d,R)N by choosing unit volume frames

above �1, . . . ,�N . Therefore, if the Lagrangian is independent of the orientation
and shape of the particles, we get a right SL(d,R)N symmetry which has yet to be
“quotiented away”. This extra symmetry is attached to the particles, and results
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in conserved momenta as a consequence of Noether’s theorem. We will discuss this
more in §5.1 in the context of a particle method.

5. Particle Methods

We hope that a computational scientist or engineer interested in particle meth-
ods for fluids finds the Lagrange-Poincaré equations of Theorems 3.1 and 4.1
thought provoking; we have deliberately presented our approach using the “in-
terpolation” point of view to encourage such a reaction from practitioners. In this
section we describe methods by which one can construct particle methods. This
is not to say that these are the only methods one can do: study along these lines
is wide open for further exploration and implementation.

In the previous section we considered the Lie subgroup G
(k)
� ⊂ SDiff(M). The

quotient X(k) := J k
�(SDiff(M)) = SDiff(M)/G

(k)
� is a configuration manifold of

particles which carry Taylor-series data. The Lie algebra of G
(k)
� , which we denote

g
(k)
� , consists of vector fields which vanish to kth order at each of the points in �.

We then can define the associated bundle π̃(k) : g̃
(k)
� → X(k) by defining the fiber

over x(k) ∈ X(k) by

g̃
(k)
�
(
x(k)
)

= {u ∈ Xdiv(M) | jkx(0)(u) = 0}, x(0) = π
(k)
0

(
x(k)
)
.

In Theorem 4.1, we found equations of motion on the space TX(k) ⊕ g̃� (the
Lagrange-Poincaré equations). These equations of motion are given by a horizontal
equation, (24), which describes the dynamics on TX(k), and a vertical equation,

(25), which describes the dynamics of the g̃
(k)
� -component. In particular, (24)

is similar to an Euler-Lagrange equation except for the coupling term involving

the curvature on the right hand side and the (x(k), ξ
(k)

x(k)
)-dependence of particle

momenta, ∂`(k)/∂x(k). Therefore, it is tempting to find a way of ignoring the ξ
(k)

x(k)

and curvature terms in the hope of deriving a true Euler-Lagrange equation on

the finite dimensional configuration manifold X(k). One way to ignore the ξ
(k)

x(k)
-

dependence is to non-holonomically constrain it to be 0. That means constraining
the spatial velocity u = ϕ̇◦ϕ−1 to the range of I. Thus we introduce the constraint
distribution ∆I ⊂ T SDiff(M) whose fiber over ϕ ∈ SDiff(M) is

∆I(ϕ) :=
{
I
(
ẋ(k)
)
◦ ϕ

∣∣ ẋ(k) ∈ Tx(k)X(k), x(k) = jk�ϕ
}
.(26)

By construction, the non-holonomic force which keeps ϕ̇ in ∆I is such that the

vertical component ξ
(k)

x(k)
= ϕ̇ ◦ϕ−1−I

(
ẋ(k)
)

vanishes, where ẋ(k) = j
(k)
� (ϕ̇). Thus,

the dynamics on X(k) determines the dynamics completely. This becomes evident
in the following theorem. In particular, items (ii) and (iv) of Theorem 5.1 can be
seen as spatially kth order accurate particle methods.

Theorem 5.1. Let L : T SDiff(M) → R be a G
(k)
� -invariant Lagrangian and

I ∈ Ω1(X(k);Xdiv(M)) a kth-order interpolation method. Let ∆I ⊂ T SDiff(M) be
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the constraint distribution given in (26) and F : TX(k) → T ∗X(k) the force defined
by 〈

F
(
x(k), ẋ(k)

)
, δx(k)

〉
= − d

dε

∣∣∣∣
ε=0

`(k)
(
x(k), ẋ(k), εB̃

(
ẋ(k), δx(k)

))
.(27)

Finally, let ϕt ∈ SDiff(M) be a curve, set
(
x(k), ẋ(k), ξ

(k)

x(k)

)
(t) = ΦI([(ϕt, ϕ̇t)]) ∈

TX(k) ⊕ g̃
(k)
� , and define the Lagrangian LX(k) : TX(k) → R by LX(k)

(
x(k), ẋ(k)

)
=

`(k)
(
x(k), ẋ(k), 0

)
. Then the following are equivalent:

(i) ϕt satisfies the constrained Euler-Lagrange equation

D

Dt

(
∂L

∂ϕ̇t

)
− ∂L

∂ϕt
∈ ∆◦I , ϕ̇t ∈ ∆I

where ∆◦I ⊂ T ∗ SDiff(M) is the annihilator of ∆I.

(ii) ξ
(k)

x(k)
(t) = 0 and x(k)(t) satisfies the Lagrange-d’Alembert equations

D

Dt

(
∂LX(k)

∂ẋ(k)

)
− ∂LX(k)

∂x(k)
= F.(28)

(iii) ϕ̇t ∈ ∆I and ϕt satisfy the variational principle

δ

∫ 1

0

L(ϕ, ϕ̇)dt = 0

with respect to variations δϕt ∈ ∆I which vanish at the endpoints.

(iv) ξ
(k)

x(k)
(t) = 0 and x(k)(t) satisfies the Lagrange-d’Alembert principle

δ

∫ 1

0

LX(k)

(
x(k), ẋ(k)

)
dt =

∫ 1

0

〈
F
(
x(k), ẋ(k)

)
, δx(k)

〉
dt

with respect to arbitrary variations δx(k) with fixed endpoints.

Proof. The equivalence of (i) with (iii) and (ii) with (iv) is standard [Blo03, The-
orem 5.2.2]. The equivalence of (iii) with (iv) is a result of the change of variables(
x(k), ẋ(k), ξ

(k)

x(k)

)
(t) = Ψ

(k)
I ([(ϕt, ϕ̇t)]) (see (23)). In particular, assume (iii). Then

(ϕt, ϕ̇t) ∈ ∆I and by (26) we observe (suppressing the t-dependence),

ξ
(k)

x(k)
(23)
= ϕ̇ ◦ ϕ−1 − I

(
ẋ(k)
) (26)

= 0.

Moreover, if we consider a variation δϕ ∈ ∆I , then the corresponding variation

of x(k) is δx(k) = δjk�(ϕ). The covariant variation of (x(k), ξ
(k)

x(k)
) is δI(x(k), ξ

(k)

x(k)
) =

B̃
(
ẋ(k), δx(k)

)
(by the obvious generalization of Proposition 3.2 to kth order jets).

By substitution and the defining relation `(k) ◦Ψ
(k)
I = L, we find

0 = δ

∫ 1

0

L(ϕ, ϕ̇)dt = δ

∫ 1

0

`(k)
(
x(k), ẋ(k), ξ

(k)

x(k)

)
dt.
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However, along a curve where ξ
(k)

x(k)
(t) = 0 the right hand side takes the form

δ

∫ 1

0

LX(k)(x, ẋ)dt−
∫ 1

0

〈
F
(
x(k), ẋ(k)

)
, δx(k)

〉
dt

by (27). Thus (iii) implies (iv).
To prove the converse, note that the computations above can be reversed by

deriving an arbitrary variation δϕ ∈ ∆I from an arbitrary variation δx(k) via
δϕ = I

(
δx(k)

)
◦ ϕ. Thus (iii) and (iv) are equivalent. �

Theorem 5.1(ii) suggests a particle method obtained by solving a set of Lagrange-
d’Alembert equations on the configuration manifold X(k) which can be lifted to the
solution of a non-holonomically constrained Euler-Lagrange equation on SDiff(M).
The solution of constrained Euler-Lagrange equations differs from the solution
of the unconstrained equations on SDiff(M) by an amount proportional to the
magnitude of the constraint force required to keep ϕ̇ inside ∆I . This is discussed
further in the following remark.

Remark 5.2. If M = Rd, the constraint force is given by the (co)vector field
(I(ẋ) · ∇) (I(ẋ)). Taking the norm of this quantity and using Grownwall’s in-
equality, one can find an error bound and a stopping criterion for our particle
method. ♦

While Theorem 5.1(ii) can be used to construct a particle method for a fluid,
the external force F is potentially disturbing. For example, guarantees such as
conservation of energy, which hold for Euler-Lagrange equations, do not hold for
Lagrange-d’Alembert equations. When a mechanical connection can be associated
to the Lagrangian (see §2.1), the external force, F , vanishes. We will prove this
in Corollary 5.1. Unfortunately, there does not exist a mechanical connection in
the case of an Euler fluid. However, one could consider perturbing the Lagrangian
LEuler by a small parameter α > 0 to obtain a new Lagrangian Lα which does
exhibit a mechanical connection.

The existence of the mechanical connection is equivalent to the existence of an
interpolation method I ∈ Ω1(X(k);Xdiv(M)) satisfying

(29)
〈
I
(
x(k), ẋ(k)

)
, η

(k)

x(0)

〉
α

= 0, for all η
(k)

x(0)
∈ g

(k)

x(0)
,

where 〈·, ·〉α is a weak inner product which is an α > 0 parametrized-deformation
of the usual L2 inner product on Xdiv(M). For example this can be the H1-α-
metric used in α-models and the Camassa-Holm equation ([HMR98, FHT01]). We
call such an interpolation method I a mechanical interpolation method. In such a
case, if L is a classical Lagrangian, the difference between the kinetic energy and
a potential, the reduced Lagrangian takes the form

`(k)α

(
x(k), ẋ(k), ξ

(k)

x(k)

)
=

1

2

∥∥I(ẋ(k))
∥∥2
α

+
1

2

∥∥∥ξ(k)
x(k)

∥∥∥2
α
− U

(
x(k)
)
.
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Moreover, we find that ∆I is invariant under the Euler-Lagrange flow as a result
of Noether’s theorem.

Lemma 5.1. Assume the setup of Theorem 5.1 and that L is the difference between
a kinetic minus a potential energy with respect to a right-invariant weak Riemann-
ian metric 〈·, ·〉α : T SDiff(M)⊕ T SDiff(M)→ R. Moreover, assume there exists
a kth order interpolation method which is mechanical with respect to the metric,

i.e., (29) holds. Then the Lagrangian momentum map JL : T SDiff(M)→
(
g
(k)
�

)∗
is given by

〈JL(ϕ, ϕ̇), η〉 =
〈
ϕ̇ ◦ ϕ−1 − I(jk�(ϕ̇)), ϕ∗η

〉
α
, for all η ∈ g

(k)
�

and ∆I = J−1L (0). By Noether’s theorem, ∆I is an invariant submanifold with
respect to the flow of the Euler-Lagrange equations on SDiff(M).

Proof. The right infinitesimal generator of η ∈ g
(k)
� on SDiff(M) is given by ϕ ∈

SDiff(M) 7→ Tϕ ◦ η. Using the definition of the Lagrangian momentum map (see,
e.g., [AM78, Corollary 4.2.14]) and the right invariance of 〈·, ·〉α we find

〈JL(ϕ, ϕ̇), η〉 = 〈ϕ̇, Tϕ ◦ η〉α = 〈ϕ̇ ◦ ϕ−1, ϕ∗η〉α.

By assumption, I maps the tangent fiber, Tx(k)X
(k), to the anihilator of g

(k)

x(0)
, where

x(k) = jk�(ϕ) and x(0) = π
(k)
0

(
x(k)
)
. Since ϕ∗η ∈ g

(k)

x(0)
, the formula above implies

〈JL(ϕ, ϕ̇), η〉 =
〈
ϕ̇ ◦ ϕ−1 − I(jk�(ϕ̇)), ϕ∗η

〉
α
.

Thus, by inspection, ∆I = J−1L (0). By Noether’s theorem, JL is conserved under
the flow of the Euler-Lagrange equations. Thus if ϕt satisfies the Euler-Lagrange
equations and ϕ̇0 ∈ ∆I , then ϕ̇t ∈ ∆I for all time. �

In other words, given a mechanical interpolation method, the constraint force to
keep trajectories in ∆I vanishes. In particular, Lemma 5.1 provides a new version
of Theorem 5.1.

Corollary 5.1. Assume the setup of Theorem 5.1 and Lemma 5.1. The reduced
Lagrangian takes the form

`(k)
(
x(k), ẋ(k), ξ

(k)

x(k)

)
=

1

2

∥∥I (ẋ(k))∥∥2
X(k) +

1

2

∥∥∥ξ(k)
x(k)

∥∥∥2
g̃
(k)
�

− U
(
x(k)
)
.(30)

Finally, let LX(k) = `(k)
∣∣
TX(k). Then the external force F of (27) is zero and the

following are equivalent:

(i) ϕ̇0 ∈ ∆I and ϕt satisfies the Euler-Lagrange equation

D

Dt

(
∂L

∂ϕ̇t

)
− ∂L

∂ϕt
= 0;
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(ii) ξ
(k)

x(k)
(t) = 0 and x(k)(t) satisfies the Euler-Lagrange equations

D

Dt

(
∂LX(k)

∂ẋ(k)

)
− ∂LX(k)

∂x(k)
= 0;

(iii) ϕ̇0 ∈ ∆I and the path ϕt is critical for the action

S[ϕ] =

∫ 1

0

L(ϕ, ϕ̇)dt

with respect to variations δϕt ∈ T SDiff(M) which vanish at the endpoints;

(iv) ξ
(k)

x(k)
(t) = 0 and the path x(k)(t) is critical for the action

S
[
x(k)
]

=

∫ 1

0

LX(k)

(
x(k), ẋ(k)

)
dt = 0

with respect to arbitrary variations δx(k) with fixed endpoints.

Proof. As `(k) is quadratic in ξ
(k)

x(k)
, we conclude that the fiber derivative ∂`(k)/∂ξ

(k)

x(k)

at ξ
(k)

x(k)
= 0 vanishes. Thus F = 0. Moreover, by Lemma 5.1, we know that the

constraint ϕ̇ ∈ ∆I is redundant when ϕ̇0 ∈ ∆I . The equivalence of items (i)
through (iv) is a re-statement of Theorem 5.1 with F = 0 and this redundancy of
the constraints. �

Remark 5.3. Corollary 5.1 can be seen as a Lagrangian analog of the Hamil-
tonization methods used in non-holonomic systems. In particular, Corrollary 5.1
deals with a Chaplygin system and can be seen as a special case of [Koi92, theorem
8.4]. We thank Paula Balseiro for pointing out this observation. ♦

Remark 5.4. Variational particle methods for the EPDiff equation have been
implemented and analyzed in [CDTM12] using the reconstruction mapping men-
tioned in Remark 2.1. The convergence of this method was used to prove global
existence and uniqueness in [CLP12]. Therefore, these ideas are not without prece-
dent when k = 0. Moreover, an algorithm using Gaussian particle velocity fields for
the purpose of image registration algorithms is described in [SNDP13] for arbitrary
k and implemented for the case where k = 1.

Corollary 5.1 suggests that we may estimate solutions to certain Lagrangian
systems on SDiff(M) by solving an Euler-Lagrange equation on X(k). Then the
estimated spatial velocity field would be given by I

(
ẋ(k)
)
. Such methods exhibit

potentially desirable properties, which we clarify now.

5.1. Kelvin’s circulation theorem for particles. Recall the remaining sym-
metry of the horizontal equation mentioned in Remark 4.3. If the kth order in-
terpolation method is compatible with this symmetry, then the numerical method
suggested in Corollary 5.1(ii) also possesses this symmetry. This is a valuable
property if one searches for numerical methods conserving geometric features of
the system. We formalize this statement in the following theorem.
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Theorem 5.5. Assume the setup of Corollary 5.1. Let x(k)(t) ∈ X(k) be an integral
curve of the Euler-Lagrange equations for LX(k). If the interpolation method, I, is
J k
�(G�)-invariant, then LX(k) is J k

�(G�)-invariant. Moreover, for each ω in the
Lie algebra of J k

�(G�), the quantity

Jω
(
ẋ(k)
)

:=
〈
ẋ(k), x(k) ◦ ω

〉
X

is conserved. Here, x◦ω ∈ TxX(k) is given by x◦ω := d
dε

∣∣
ε=0

(x◦yε) for an arbitrary

curve yε, such that dyε
dε

∣∣
ε=0

= ω (composition is for jets). Finally, Jω(Tπ(ϕ̇t)) is

a conserved quantity for the Euler-Lagrange equations on SDiff(M), where jk� :

SDiff(M)→ X(k) is the quotient projection. If ϕ̇0 ∈ ∆I and ẋ
(k)
0 = j

(k)
� (ϕ̇0), then

Jω
(
ẋ(k)
)

= Jω

(
j
(k)
� (ϕ̇)

)
.

Proof. If I(·) is J k
�(G�)-invariant, then I(ẋ ◦ y) = I(ẋ) for all y ∈ J k

�(G�).
Thus LX(k)(ẋ ◦ y) = L(I(ẋ ◦ y)) = L(I(ẋ)) = LX(k)(ẋ), and so LX(k) is J k

�(G�)-

invariant. Moreover, if L is G�-invariant, then `(k) is G�/G
(k)
� invariant. Remem-

bering the identification J k
�(G�) ≡ G�/G

(k)
� , the desired invariance holds for `(k).

By Noether’s Theorem, Jω(ẋ) and Jω(Tπ(ϕ̇)) are conserved along the flow of the
Euler-Lagrange equations for L and LX(k) , respectively. If, in addition ϕ̇0 ∈ ∆I and

ẋ
(k)
0 = j

(k)
� (ϕ̇0), then ẋ(k) = j

(k)
� (ϕ̇) by Corollary 5.1 and the theorem follows. �

Figure 2. A particle-centric version of Kelvin’s circulation theorem
corresponds to conservation of circulation along infinitesimal curves
circling the particles. For k = 1 this implies that the momenta
conjugate to the spin and the rate of stretching are conserved.

Theorem 5.5 may be viewed as a particle-centric version of Kelvin’s circulation
theorem. In particular, it is known that the conserved quantity for the particle
relabeling symmetry of an ideal fluid is given by the circulation. This implies that
the integral of the dot product of the fluid velocity along the tangent vector of an
advected closed curve is conserved by the inviscid fluid equations [AK92, Chapter
1]. Theorem 5.5 tells us that infinitesimal loops around the particles (see Figure



34 ON THE COUPLING BETWEEN AN IDEAL FLUID AND IMMERSED PARTICLES

2) conserve the same quantity and this conservation law can be manifested in a
higher order particle method. If k = 1, this implies that the flow conserves the
momenta conjugate to the ‘spin’ and ‘strain rate’ of the particles. For k > 1, we can
interpret the conserved quantities as manifestations of Kelvin’s circulation for kth

order perturbations of these infinitesimal loops. Therefore, when modeling a fluid
using a finite dimensional Lagrangian system on X(k) with Lagrangian LX(k) , one
can better control the conservation of momenta and Kelvin’s circulation theorem.
In principle, this manifestation of Noether’s theorem should allow one to construct
integrators that conserve momenta in discrete time; see [MW01] or [HLW02] for
details.

5.2. Spectral Methods and Hybrid Spectral-Particle Methods. Although
the map I generally depends on the locations of each of the particles, this may not
always be true. Building upon the ideas of the previous section, we can consider
a method which is independent of particle locations for the case k = 0. To do
this, choose N linearly independent vector fields, u1, . . . , uN ∈ Xdiv(M). Then
construct the interpolation method I : TX → Xdiv(M) given by

I(ẋ) =
N∑
i=1

ci(ẋ)ui,(31)

where the coefficients ci are described implicitly by the constraints of Definition 4.1
(it is a linear algebraic inverse problem). The image of the interpolation method
given by (31) on a tangent fiber TxX is independent of the base point x ∈ X.
In other words, for each vector field given by I(x, ẋ) and any point y ∈ X we
can find a ẏ ∈ TyX such that I(y, ẏ) = I(x, ẋ). To prove this, consider two
distinct particle configurations, x, y ∈ X. Let ẋ ∈ TxX and let c1, . . . , cN ∈ R
satisfy (31). As the range of I on the fiber TxX is identical to the range of
I on the fiber TyX (it is always in the span of u1, . . . , uN by (31)), we choose
ẏ = I−1|TyX (I(x, ẋ)). By construction, I(x, ẋ) = I(y, ẏ). In summary, the

interpolation method (31) produces a spectral method. That is to say, solving the
Lagrange-d’Alembert equations of Theorem 5.1, boils down to solving for vector
fields contained in the finite dimensional subspace V := span{u1, . . . , uN} of the
infinite dimensional vector space Xdiv(M).

Remark 5.6. One should probably choose {u1, . . . , uN} such that the space or-
thogonal to the span of {u1, . . . , uN} is a function space of decreasing regularity
for increasing N , e.g., a Fourier basis on M = Rd.

Judicious choices of bases lead to nice error bounds. One does not need to
choose a full basis, however. One could choose vector fields u1, . . . , uK for K < N
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to construct an interpolation method of the form

I(ẋ) =

(
K∑
i=1

ciui

)
+

(
N∑

i=K+1

Ii(xK+1, . . . , xN , ẋi)

)
(32)

which is partially spectral but may depend on the locations of the particles of
xK+1, . . . , xN . The Ii’s are vector bundle morphisms to the vector space Xdiv(M)
such that I is an interpolation method (this condition does not determine the Ii’s
and so one still has some freedom in choosing these maps). The method induced
by (32) can be considered a multiscale model. We can speculate this claim when
u1, . . . , uk are chosen to keep track of the ‘large-scale dynamics’ while the remaining
degrees of freedom (which depend on the motion of particles) can be interpreted
as ‘fine-scale parameters’.

5.3. Vortex Methods. It was shown in [OS01] that Chorin’s vortex blob algo-
rithm (originally developed for simulating inviscid fluids) provides an exact solu-
tion to the equations of motion for an ideal, inviscid, homogeneous, incompressible
second grade fluid. More specifically, Chorin’s vortex blob algorithm yields solu-
tions to the Lagrangian system on SDiff(M) with the reduced Lagrangian given
in terms of the spatial velocity by

`(1)α (u) :=
1

2

∫
R2

u(m) · ([1− α2∆] · u)(m)dm,(33)

for some α > 0. By construction, the vortex blob method conserves circulation by
advecting Gaussian blobs of vorticity. In this subsection, we will describe in words
how the vortex blob method may be viewed as a particular case of the algorithm
described in this paper. Consider a first order interpolation method, I, such that
the spin of each particle is mapped by I to the spatial velocity field of a vortex
blob, and the translational component of the particles is mapped by I to a spatial
velocity field with zero vorticity above each particle. Then, by Theorem 5.5, if we
initialize the system with a spatial velocity field consisting solely of vortex blobs
located above the particles, it follows that I(ẋ) remains a sum of vortex blobs for
all time. Additionally, the particles are advected by these vortex blobs and the

vorticities extremize the action of `
(1)
α . This is precisely the evolution of the vortex

blob algorithm.
Additionally, there are variants of the vortex blob method which allow for de-

formations of vortex blobs, as would be the case of an algorithm induced by a
kth order interpolation method for k > 1. For example, [UWB12] used Hermite
functions to generate a basis of vorticity functions above each vortex blob to do
just this. It is not immediately clear whether the method of [UWB12] satisfies
a variational principle and so it is not known whether such a method matches
the framework described in this paper. Nonetheless, appealing to higher-order
deformations of vortices did yield higher accuracy in numerical experiments for
the case k = 2. Another interesting method potentially linked to our approach,
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is the adaptive smoothed particle hydrodynamics proposed in [SMVO96] wherein
the particles are equipped with shape data.

6. Extensions to other fluids

Given the structure presented so far, we may summarize the process of extending
these ideas to other types of fluids. In this section, we sketch constructions to
apply this framework to complex fluids, Euler-α models, and template matching
problems.

6.1. Complex Fluids. Consider the set F(M,O) of smooth maps from a man-
ifold M to a Lie group O. The Lie group SDiff(M) acts on F(M,O) on the
right by group homomorphisms via f ∈ F(M,O) 7→ f ◦ ϕ ∈ F(M,O) for
each ϕ ∈ SDiff(M). This right action defines the semi-direct product Lie group
SDiff(M)sF(M,O), where the group multiplication is (ϕ1, f1) · (ϕ2, f2) := (ϕ1 ◦
ϕ2, (f1 ◦ ϕ2) · f2). A unifying framework for ideal complex fluids was described
in [GBR09] by performing Euler-Poincaré reduction on Lagrangian systems with
configuration manifolds of the form SDiff(M)sF(M,O). The number of sce-
narios captured by this framework is truly remarkable (magnetohydrodynamics,
spin-glass fluids, liquid crystals, fluids with microstructure, Yang-Mills fluids, su-
perfluids, etc.). As with ideal fluids, these systems exhibit SDiff(M) symmetry,

and so it should be clear that one may reduce by G
(k)
� ⊂ SDiff(M). This could be

particularly fruitful for the case of fluids with microstructure, where the Lagrangian
depends on the relative orientations of fluid particles. For example, in the case of
micromorphic nematic liquid crystals, O = SO(3). We see that X(1) for M = R3

is (upon allowing particles to overlap) the trivial bundle (R3)N ×SL(3,R)N . Since
SO(3) is a subgroup of SL(3,R), it follows that a method on X(1) is capable of
expressing the orientation of liquid crystals. However, the Lagrangian for liquid
crystals usually depends on the gradient of a field in F(M,O). Thus, we must
be able to express gradients of diffeomorphisms above each particle, and this sug-

gests reducing by G
(2)
� and using Euler-Lagrange equations on X(2) to model liquid

crystals.

6.2. Second grade fluids and template matching problems. A kinetic en-
ergy on M = R3 given by (33) with α > 0 leads to the Euler-α model in the
incompressible case. We may even consider the Lagrangian

LI(ϕ, ϕ̇) =
1

2

∫
u · I(u)d3x,

where I is a positive definite differential operator on X(M) (again, the Helmoltz
operator I − α∆ is a good example). The momentum conjugate to u is given by
the convolution G ∗ u, where G is the Green’s function for I. In this case, we
may even consider compressible fluids if we use interpolation methods which map
to the full set of smooth vector fields on M (see [HSS09, Chapter 11] for a good
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overview). Moreover, if G is non-singular, the interpolation methods mentioned
in Example 2.1 exhibits a mechanical connection and allows us to use Corollary
5.1 to produce particle methods. Such methods could be useful in the case of
template matching problems, wherein one seeks to find a distance between images
by integrating geodesic flows on Diff(M) (see, [BMTY05, BGBHR11]). In such
a scenario, the material representation of the “fluid” is particularly meaningful,
and particle methods become a natural choice (see [BEHGB11, BBC+12]). In
particular, the use of jet-data has already been explored for arbitrary k in R2 and
a particle based algorithm has been implemented for k = 1 [SNDP13].

7. Conclusions

Since the publication of [Arn66], it has been well known that Euler’s equations of
motion for an ideal, inviscid, incompressible, homogeneous fluid may be regarded
as Euler-Poincaré equations on the Lie algebra of divergence free vector fields tan-
gent to the boundary. Therefore, it has been clear that one could reduce by various
subgroups of the diffeomorphism group. In this paper we have accomplished one
version of this reduction, using the notion of an interpolation method. We chose
to use interpolation methods instead of principal connections (as in [CMR01])
to clarify the notion of estimating the velocity field of the fluid with particles.
Specifically, if an interpolation method is chosen, one may estimate the spatial
velocity field of the fluid and even estimate the evolution of the system over short
times by integrating a non-holonomically constrained version of the equations. We
also discussed the reduction process for higher-order isotropy groups. This discus-
sion led to more sophisticated particle methods which contained extra symmetry
and a particle-centric version of Kelvin’s circulation theorem. The particle-centric
Kelvin’s theorem was particularly meaningful, since the integrals of motion are
conserved by the exact evolution on SDiff(M).

Future work includes:
• Implementing an instance of the particle method described in Theorem 5.1

and Corollary 5.1 for k > 1 and comparing performance with the vortex
blob method and a smooth-particle hydrodynamics method.
• Extending these constructions to the fluids and applications mentioned in
§6. In particular, we would like to consider applications to liquid crystals
and image registration problems.
• Appending a finite dimensional model of the vertical Lagrange-Poincaré

equations would yield a finite dimensional model of a fluid on a principal
bundle (or, equivalently, a transitive Lie groupoid). This would general-
ize the integrator described in [GMP+11] which models fluid on a finite
dimensional Lie group and be viewed as a turbulence model in the spirit
of [HT12].
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Appendix A. A coordinate free derivation of the Lin constraints

Let G be a Lie group with Lie algebra g. We will adopt the standard convention
wherein the Lie bracket of g is taken to be the Jacobi-Lie bracket of left invariant
vector fields. For each g ∈ G let Rg : G → G denote the map given by right-
multiplication by g and let ρ ∈ Ω1(G; g) be the (right) Maurer-Cartan form

(34) ρ(vg) = TR−1g · vg, vg ∈ TgG.
By the definition of the exterior-derivative we see that for any X, Y ∈ X(G) we
have

dρ(X, Y ) = £X [ρ(Y )]−£Y [ρ(X)]− ρ ([X, Y ]) ,

where £X is the Lie derivative defined by the vector field X. If ug, vg ∈ TgG, define
ξ := ρ(ug), η := ρ(vg) and construct the right-invariant vector fields ξR, ηR ∈ X(G)
defined by ξR(h) = ξ · h and ηR(h) = η · h for any h ∈ G. Using this we find

dρ(ug, vg) = dρ(ξR(g), ηR(g)) = dρ(ξR, ηR)(g)

= {£ξR [ρ(ηR)]−£ηR [ρ(ξR)]− ρ ([ξR, ηR])} (g)

= −ρ(−[ξ, η]R)(g) = [ξ, η]

= [ρ(ug), ρ(vg)].

This is the Maurer-Cartan equation.

Proposition A.1. Let U ⊂ R2 be an open set and let g : U → G be an embedding.
If we coordinatize U by (s, t) and let ∂s and ∂t denote the corresponding vector fields
in X(U), define ġ := Tg◦∂t and δg := Tg◦∂s. Finally, if ξ := ρ◦ ġ and η := ρ◦δg,
then

∂sξ = ∂tη + [η, ξ]

Proof. As g : U → G is an embedding, we see that g(U) is a surface inG. Moreover,
ġ(s, t) is a vector over g(s, t) tangent to the surface g(U). The same holds for
δg(s, t). Let X, Y ∈ X(G) be arbitrary vector fields which satisfy X(g(s, t)) =
ġ(s, t) and Y (g(s, t)) = δg(s, t) for any (s, t) ∈ U . Then g∗(∂t), g∗(∂s) ∈ X(g(U))
and X, Y ∈ X(G) satisfy X|g(U) = g∗(∂t) and Y |g(U) = g∗(∂s).
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By the Maurer-Cartan equation we see that

dρ(ġ(s, t), δg(s, t)) = [ξ(s, t), η(s, t)].

However, by the definition of the exterior derivative we see that

dρ(ġ(s, t), δg(s, t)) = dρ(X, Y )(g(s, t))

= {£X [ρ(Y )]−£Y [ρ(X)]− ρ([X, Y ])} (g(s, t)).

Let us look at each of the terms of this sum individually. We find

£X [ρ(Y )](g(s, t)) =
d

dτ

∣∣∣∣
τ=0

ρ(Y (Φτ
X(g(s, t))))

where Φτ
X is the flow of X. As X is tangential to the surface g(U) we see that

Φτ
X(g(s, t)) ∈ g(U). In particular Φτ

X(g(s, t)) = g(s, t+τ) by uniqueness of integral
curves of X. Thus ρ(Y (Φτ

X(g(s, t)))) = ρ(Y (g(s, t + τ))) = ρ(δg(s, t + τ)) =
η(s, t+ τ). In conclusion

£X [ρ(Y )](g(s, t)) = ∂tη(s, t).

By the same token

£Y [ρ(X)](g(s, t)) = ∂sξ.

Finally, as g : U → G is an embedding, it preserves the Jacobi-Lie bracket of
vector field from X(U) to X(g(U)). Thus we find

[X, Y ]|g(U) = [g∗(∂t), g∗(∂s)] = g∗[∂t, ∂s] = 0

and hence

ρ([X, Y ])(g(s, t)) = ρ([X, Y ](g(s, t))) = ρ(0) = 0.

Therefore [ξ, η] = dρ(ġ, δg) = ∂tη − ∂sξ. �

In the applications of this paper, g(s, t) appears as a deformation of a given
smooth curve g(t). We shall always use these deformations to be at least immer-
sions, which are locally embeddings around a point in G.

As a final note we remind the reader that the bracket above is with respect to
the left-Lie algebra. However, the relation between the left Lie algebra and the
right Lie algebra is given by [ξ, η]L = −[ξ, η]R. Therefore, if one works in the right
Lie algebra, then the above proposition states ∂sξ = ∂tη − [η, ξ]R.

In the applications used in this paper, the group is SDiff(M) whose left Lie
algebra is Xdiv(M) endowed with minus the standard Jacobi-Lie bracket of vector
fields. So, if ϕ : U ⊂ R2 → SDiff(M) is an embedding and ϕ̇ = Tϕ ◦ ∂t, δϕ =
Tϕ ◦ ∂s, u(s, t) = ϕ̇(s, t) ◦ ϕ(s, t)−1, and v(s, t) = δϕ(s, t) ◦ ϕ(s, t)−1, we have

(35)
∂

∂s
u =

∂

∂t
v − [v, u]Jacobi−Lie.
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