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Abstract

We analyse several vector reconstruction methods, based on the knowledge of only specific
pointwise vector components, and extend their use to non-structured polygonal C-grids on
the sphere. The emphasis is on the reconstruction of the vector field at arbitrary locations
on the sphere, as required by semi-Lagrangian transport schemes. This is done by first
reconstructing the vector field to fixed locations, followed by interpolations with generalized
barycentric coordinates. We derive a hybrid scheme, combining the efficiency of Perot’s
method with the accuracy of a least square scheme. This method is second order accurate,
and has shown to be competitive and computationally efficient. We have shown that second
order vector reconstruction methods fulfill the requirements for second order accurate Semi-
Lagrangian schemes on icosahedral C-grids.

Keywords: Vector reconstruction, vector interpolation, staggered grid, C grid, icosahedral,
Wachspress spherical coordinates, hybrid reconstruction method, alignment index,
semi-Lagrangian

1. Introduction

Quasi-uniform geodesic grids have achieved considerable importance in global atmo-
spheric modelling and have been adopted in some recent developed models (e.g. [1, 2]). One
of the motivations for this choice is that models based on quasi-uniform grids are prone to
scale better on massively parallel computers than several operational models making use
of latitude-longitude grids [3]. Nevertheless, interesting questions arise in the development
of models on quasi-uniform grids, mainly related to their non-orthogonality and lack of
structure. In the present work, we shall concentrate on hexagonal / pentagonal icosahe-
dral geodesic C-grids, or generally, on Voronoi like C-grids (including spherical centroidal
tessellations [4]). The use of staggering of variables, especially of the C-grid type, favours
a better representation of fast waves [3]. The aspects to be emphasised in this work are
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related to the development of semi-Lagrangian models on icosahedral grids. A crucial part
in a semi-Lagrangian scheme is an accurate trajectory computation. In order to evaluate the
trajectories, it is necessary to obtain sufficiently good approximations to the wind field at
any point on the sphere, based on the available wind information. Usually, only the normal
components of the winds at the midpoints of the edges of the Voronoi tessellation will be
known (in some schemes, the tangential components may be available instead). The problem
of obtaining the wind field at an arbitrary location from the available wind components is
often called the vector field reconstruction problem, focus of this work.

Vector field reconstructions have been considered by Wang et al [5] for triangular C-
grids on the plane, in the context of modelling oceanic flows. They have examined the use
of finite element based methods (as the Raviart-Thomas (RT) triangular elements [6]), of
Perot’s methods [7] and of polygonal least square reconstructions [8]. Bonaventura et al [9]
considered the use of Radial Basis Functions (RBF) and compared them to RT reconstruc-
tions, showing that RBF based methods outperform the RT schemes on triangular grids. All
these schemes have been originally developed for planar triangular grids, with the exception
of RBF methods.

The purpose of this paper is to investigate vector reconstruction methods for general
spherical polygonal C-grids. We aim to reconstruct the vector fields at arbitrary locations
on the sphere, as required in semi-Lagrangian trajectory computations. With this objec-
tive, we devise ways to extend the edge-based finite element methods, Perot’s schemes and
least square reconstructions to spherical polygonal C-grids and compare their accuracy and
computational efficiency, also with the RBF methods.

As observed in [5] for triangular grids, nonuniformity of grid cells influence the accuracy
of the methods. The grid properties may affect the precision of the schemes, to the point
that interpolation and discretization errors exhibit a marked grid-pattern, what is known as
grid-imprinting [10]. We observe this behaviour with the edge-based finite element methods
and with Perot’s method. In [11] we were able to directly relate the grid-imprinting of finite
volume discretizations of the divergence operator to an alignment property (introduced in
[11]) of the grid cells. With a similar analysis, we can explain the error patterns of Perot’s
method. Moreover, with the aid of the cell alignment indexes, we can devise a hybrid
reconstruction method, combining the (computationally cheap) method of Perot on well
aligned cells with a more expensive least square method, used only on the minority of badly
aligned cells. The resulting scheme has similar accuracy to least square methods, at a much
lower cost. This hybrid scheme also shows to be competitive to RBF methods using 6 or
9 point stencils, with the advantage of not requiring the precomputation and storage of
matrices decompositions. As observed in [9], and well investigated in the literature [12],
RBF methods present a certain duality between precision and numerical stability. For fixed
size stencils, the condition numbers of the systems to be solved grow very fast for finer
grids. For the resolutions in current use, the systems are still stable and RBF methods
provide good approximations [1, 2], but this may be a potential problem in the way to cloud
resolving models.

It is possible to apply the analysed reconstruction schemes directly to any location, pos-
sibly with less accuracy. Usually, most methods are more accurate when the reconstruction
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points are located at the barycenters of the polygonal cells, getting worse near the edges. A
better alternative, adopted in this work, is to apply the reconstruction algorithms to fixed
points (e.g. barycenters or cell nodes), and then interpolate from these values. The interpo-
lation requires a scheme that preserves the order of the reconstruction methods. We derived
an extension to the sphere of the generalized Wachspress barycentric coordinates [13, 14],
sufficient to maintain second order accuracy, which is adequate for the schemes considered
in this paper.

Vector reconstructions may be used in different contexts, such as for data assimilation
methods or visualization algorithms. Our principal interest is their use on semi-Lagrangian
schemes, specially on tracer transport methods. We show that the requirements for a globally
second order scheme involve the computation of trajectories with third order accuracy. A
vector reconstruction method of at least second order will be necessary for that. We tested
a two-time-level semi-Lagrangian advection scheme on geodesic icosahedral C-grids. We
analysed the precision of the trajectories approximations and the overall accuracy of the
scheme, employing a deformational test flow suggested in [15]. The adequacy of the hybrid
scheme for vector reconstructions has been demonstrated.

The paper is organized as follows. In section 2 we analyse and extend existing vector
reconstruction methods to spherical polygonal C-grids. Section 3 is devoted to the proposed
hybrid reconstruction scheme, which is compared to the other methods, including tests on a
locally refined Voronoi tessellation. Section 4 is dedicated to tests with the semi-Lagrangian
advection method. We close the paper in section 5 with some final remarks. The analysis of
Perot’s method on aligned cells is presented in Appendix A, and the accuracy requirements
for the semi-Lagrangian scheme are derived in Appendix B.

2. Vector reconstruction methods

Let {u;}i=1. . be the components of a vector field, #, normal to given grid edges at
their midpoints. The vector reconstruction problem is how to obtain a vector field
that approximates u, based on the known values wu;. Usually ), is required to satisfy the
interpolatory conditions

Up(Z) -1 =y, i=1,..,n, (1)

where 77; is an unitary normal vector to the i-th edge of a set of edges whose midpoints are
denoted 7;.

One may consider this vector reconstruction problem either based on local or on global
information. For atmospheric models the local methods are generally adequate, and there-
fore will be the focus of our work. More specifically, we concentrate on local vector recon-
structions for Voronoi-like C grids. In this case, the computational cells have an arbitrary
polygonal shape (usually a pentagon or hexagon) and the vector normal components are
assumed to be known at the midpoints of the edges.

Before the presentation of the several reconstruction methods, we describe how barycen-
tric coordinates may be generalized to polygons on the sphere. These spherical barycentric
coordinates provide an efficient second order interpolation scheme, which, once the recon-
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struction to cell vertices or cell centers is performed, will be used to obtain the vector field
at any location on the sphere.

2.1. Spherical Barycentric Coordinates

General barycentric coordinates are a powerful tool for interpolation on arbitrary poly-
gons. For a planar triangle, the barycentric coordinates are uniquely defined, whereas for
general polygons this is not the case. Several general barycentric coordinates systems have
been proposed in the literature. Among them we point out the Wachspress coordinates [13]
and the mean value coordinates [16], well suited for local interpolation methods. A detailed
comparison of barycentric coordinates was made in [14]. For our purposes, aiming their use
on Voronoi grids, we only consider coordinates for convex polygons.

For a planar convex polygon €2 with n vertices, a general barycentric coordinate system is
a set of functions, {\;},i=1,...,n, A : Q — R, satisfying the properties of linear precision,

f=§:&@m, (2)

partition of unity,
D> on@) =1, (3)

and interpolation,

)\Z(EJ) = 5ij> (4)
where ¢ is a vertex of the polygon (see Fig. 1) and ¢;; is the Kronecker’s delta function
(0;j = 1 if i = j and zero otherwise).

If f is a linear, scalar or vector function, known at the vertices of the polygon, it may
then be written as

ﬂ@:Z&wmm (5)

As a result, if the coordinates \;(Z) are used as weights for interpolating values given at the
polygon vertices, the method is exact for linear functions. It follows that for general smooth
functions it is a second order method.

The Wachspress coordinates are defined as

MO = s @

(6)

where
wi(@) =B [ 4@, (7)
jAi—1,i
B; is the area of the triangle formed by the vertices {¢_1, G, Ci+1}, and A;(Z) is the area of
the triangle formed by the vertices {¢;_1,¢;} and the point # (see Fig. 1). For numerical
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Figure 1: Notation used in Wachspress coordinates.

stability, it is convenient to use normalized areas, that is, the areas of the triangles divided
by the polygon area (A4;/|2] and B;/|€2|). When we have a triangle, these coordinates reduce
to the usual barycentric coordinates.

Extensions of generalized barycentric coordinates to the sphere have been investigated
in [17] and [18]. They realized that such type of coordinates can not simultaneously satisfy
the partition of unity and the linearity properties on the sphere. The choice made in both
[17] and [18] was to relax the partition of unity, and ensure linearity. The undesirable
consequence of this approach is that the interpolation method will not reproduce exactly
constant functions. Therefore, we rather relax the linearity property, and preserve the
partition of unity. In order to achieve this, we employ the areas of the spherical triangles in
definition (6), obtaining a spherical Wachspress method. Linearity is obtained at the edges,
as well as continuity across edges of contiguous cells.

The spherical general barycentric coordinates are well defined in this way for scalar
interpolations with data given on the polygon vertices. However, linear combinations of
vectors tangent to the sphere at given places of the polygon will normally not belong to
the tangent plane at the interpolation point. Therefore, the resulting vector is projected
onto this plane. Our numerical results indicate that this procedure preserves second order
accuracy on arbitrary spherical polygons.

2.2. Reconstruction to arbitrary points

In order to obtain a vector field at an arbitrary point on the sphere we proceed in two
steps. From the known vector components at grid edges, we first compute the vector field
at specific grid points. These values are then interpolated to obtain the vector field at any
location. In the first step we consider the possibilities:

e Vector Reconstruction to Triangle Vertices (VRTV),
bt



e Vector Reconstruction to Voronoi cell Barycenters (VRVB).
e Vector Reconstruction to Triangle Circumcenters (VRTC).
e Vector Reconstruction to Triangle Barycenters (VRTB).

In the second step the spherical Wachspress coordinates are used for the vector interpolation.
Notice that, on the sphere, barycenters have to be defined as the constrained centroids, as
in [19]. Reconstruction to cell centroids may be more accurate with some methods, but the
orthogonality relation between triangle edges and Voronoi cell edges may be lost, what is
relevant for some models (e.g. [20]), but less for others (e.g. [21]).

2.3. Edge-based basis reconstructions

a) Planar triangular edge-based elements

Raviart-Thomas [6] proposed finite elements vector basis, which were based on informa-
tion of the vector fields at the edges of the cell elements. The zero-th order Raviart-Thomas
(RTO) triangular element defines a linear vector field basis that has unitary normal compo-
nent on a reference edge and is tangent to the other edges [22]. Such basis is interesting
for vector reconstructions on triangles when the normal components are known at the edge
midpoints, as shown in [5]. This approach ensures a reconstructed vector field that exactly
reproduces constant, and linear non divergent, vector fields.

Whitney [23] proposed a finite element basis similar to the RT0 element, but having a
unitary tangent vector at the midpoint of one of the triangle edges, while being normal to the
other two edges. This basis may be written using barycentric coordinates in the following
way [24],

-, )\7;_ T 7_7:1 >\7, T ﬁi—
¢z(x) _ _»1( ) _'+1 + -1;1( ) _) 17 (8)
Nit1 - L ni_1 - t;

where ; is the unitary tangent vector (defined in counter-clockwise direction) and 7; is the
outer unitary normal vector with respect to the i-th triangle edge, A\;(Z) is the barycentric
coordinate of 7 relative to the vertex i, opposed to edge i, and we identify the vertices in a
cyclic way. We have that .
bilT)) - 1 = by (9)
where Z; is any point on the j-th edge (note that A\;(z;) = 0 if i # j). We illustrate one
element of this basis in Fig. 2. This basis reproduces exactly constant vector fields and also
linear vector fields with null curl. In general, only a first order approximation is ensured.
On a Voronoi C grid, the Voronoi cell normal components are approximately the tan-
gent components of the triangular cells (see Fig. 3). The midpoints of the Voronoi cell
edges do not coincide with the triangle edge midpoints, but they are a first order approxi-
mation. Thus, the Whitney basis can be used on the triangular cells to reconstruct to the
circumcenters (VRTC), or to the triangle barycenters (VRTB), resulting in a first order ap-
proximation method. Given the normal edge components (u;) of the Voronoi cells, relative
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Figure 2: Example of Whitney vector basis for the top right edge of a triangle (left). Example of edge based
basis for the bottom edge of a hexagon (right).

to the 3 triangle edges, the reconstructed vector field may be written as
i(7) = 5 udi(@), (10)

which will be denoted as Whitney method using 3 edges (WT3), referring to triangle edges.

b) Planar polygonal edge-based elements

Recently, Klausen et al [25] described a way to extend the RT0 element to convex shaped
polygons using generalized barycentric coordinates. The method results in an edge-based

vector basis (EBB). For a given edge i of a planar polygon €, the vector basis function is
defined as

P U RN
37 = G ME — gt Nea(@) (1)

where t; is the unit vector tangent to the jth edge pointing in the counter-clockwise direction,
Aj is a general barycentric coordinate relative to vertex j, and B; is the area of the triangle
formed by the vertices {¢;_1, ¢}, ¢j11} (cf. Fig. 4a).

If the polygon is a triangle, the RT0 element is obtained. Each basis function satisfies
the property

$i(T) - ;= 0ij. (12)

In Figure 2 we illustrate the basis function for one edge of a hexagon.

Given the normal edge components (u;) of a vector field relative to a polygon with n
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Figure 3: Region of an icosahedral grid level 5 illustrating triangular and Voronoi cells. The arrows are
vectors normal to Voronoi cell edge midpoints. The directions of the vectors were chosen arbitrarily.

(a)

Figure 4: Indexation used for (a) edge-based basis and (b) Perot’s reconstruction methods.



edges, the reconstructed vector field will be written as
i(F) =Y uidi(F), (13)
i=1

where, ¥ is an arbitrary interpolation point inside the polygon. We denote this method as
Edge-Based with 6 edges (EB6), as usually the reconstruction will be applied to hexagonal
shaped polygons. It is exact for constant (planar) vector fields.

¢) Edge-based methods on the sphere

It is possible to define spherical edge-based elements, analogous to the planar elements,
using vectors pointwise tangent to the sphere. For instance, an extension of the RT0 element
can be defined on a spherical triangle, such that at a given reference edge, the vector field
has unitary normal components. At the opposite vertex to this edge it would have null
value. Along the geodesics joining the opposite vertex to the given edge, the tangent vectors
follow the geodesic and have a linearly varying magnitude (from zero at the opposite vertex
till its value at the reference edge, at the position the geodesic intercepts it). In this way,
the resulting vector field is also tangent to the other edges of the triangle.

However, we did not find a practical way to express these spherical elements, in order
to use them in reconstruction methods. Instead, in order to apply the edge-based elements
on the sphere, we use an ad hoc extension. In the definitions (8) and (11) we employ the
spherical Wachspress barycentric coordinates. We observe that we combine vectors which
are tangent to the sphere on different locations and therefore do not belong to the same
plane. These linear combinations are evaluated in R? and the resulting vector is orthogonally
projected onto the plane of tangency to the sphere at the reconstruction location.

2.4. Perot’s method

Perot [7] used the divergence theorem to deduce formulas to reconstruct a vector field at
an interior point of a polygon using either normal or tangential components of the vector
field, given at the edge midpoints of the polygon.

a) Reconstruction using normal vectors

We first review the construction of the method on a plane. Given a vector field u, let
v = (@ - 7)u, where @ is a constant vector, ¥ = ¥ — Zp, with Zy being an interior point of a
polygon €2, and @ a vector field. Then

/Q div(d) dA

/Q div((@ - 7)id) dA

g ( /Q (i + 7 iv(D)) dA)

I H I ﬂ I
- I

S

-l

=

St
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where ; is the ¢th edge of €2 and 7; is the edge unitary outer normal vector. If we assume
that @ = iy, with @y being a constant vector, then div(#) = 0 and

1
UO ‘Q‘ Zrzuz 7y ( 5)

where w; = u(&;) - ;, 7; = T; — To, T; is the midpoint of edge ~; and [; is it’s length (see
Fig. 4b). || denotes the area of the polygon. The last equation defines a method for vector
reconstruction at an interior point of the polygon, which we will denote as Perot’s method
using 6 edges (PEG6), as it is usually applied to hexagonal shaped polygons.

In Perot’s analysis, 4 is assumed to be a constant vector field, what readily ensures that
the method is at least first order accurate. Moreover, the scheme is also exact for linear
fields on aligned polygons, as shown in Appendix A, leading to second order in this case.

In order to extend the method to the sphere, we locally project the polygon onto the
tangent plane at the point we want to reconstruct the vector field. The normal components
of the vector field at the edges midpoints are projected as well, preserving the normal fluxes
(this is done as described in [11]). Perot’s planar method is then used to obtain the vector
field at the point of tangency. In this way, the accuracy of the reconstruction will be given
by the order of the planar reconstruction (generally first order, with second order on aligned
polygons).

To avoid the many projections for each reconstruction point, it is possible to use the
geodesic area and lengths of the polygon in expression (15) employing the vectors 7; expressed
directly in Cartesian coordinates in R3. The resulting vector is then projected onto the
tangent plane to the sphere. Although these two approaches are not equivalent, they lead
to very similar results.

b) Reconstruction using tangent vectors

Perot developed a similar reconstruction method when the tangential components of a
planar vector field are known at the edge midpoints. In this case, the reconstructed vector
is approximated as

1
Uy = |Q|k X Zmuz i (16)

where [; is the length of +; and 7; = &; — ;. The reconstructed vector field represents exactly
constant planar vector fields and, if &y is the centroid of 2 and the polygon is aligned, also
represents exactly linear vector fields. The extension of this reconstruction to the sphere is
done as for Perot’s scheme based on normal vector components.

In Voronoi C grids, this method can be used in a similar way as described for the method
based on Whitney elements, considering the normal components of the Voronoi cells as the
tangent components of the triangular cells. Thus, the method is applied for triangular cells
and will be denoted as PE3 method.
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2.5. Polynomial reconstruction

We now describe a local linear reconstruction using a least square fit, which has been
considered in [8] for planar triangles. We show how to extend the scheme to planar and
spherical polygons.

Let « be a linear vector field on the plane of the form

(%) = ap + AT = ap + dr1x + day, (17)
where 7 = (z,y), dy = (a¥, af) and

- o ai a3
A= [al CL2:| == |:CL311/ CL322/:| . (18)
Assuming that the normal edge components (u;) of a set of k edges are known at the
edge midpoints, ¥; = (;,y;), then the least square problem may be stated as finding @ =

[ad, af, af, a¥, a3, al] that satisfies

where nf and n! are respectively the first (x) and second (y) components of the ith normal
vector i;. In a matrix form the problem may be written as M@ = b, where b = [ty ooy Uy,
and

ny ny nixy niry nfyr ndy

N3 my nyTy NoTy M3Ya M3y

M= : : : : : : (20)

For the problem to be interpolatory, only 6 edges would be needed to recover a linear
vector field, as we have 6 unknowns (@). In this case, a hexagon would have the right number
of degrees of freedom to solve the interpolatory problem. However, for regular hexagons M
is singular (it has rank 5), and more edges need to be considered. To reconstruct the vector
field to a node (triangle vertex), or Voronoi cell centroid, we use 2 levels of neighbours, to
preserve symmetry, resulting in 12 edges for the hexagon (see figure 5a) and 10 edges for
the pentagons. We denote this approach as LS12. If the reconstruction is required for a
triangle circumcenter, or triangle barycentre, then a 9 point stencil (shown in figure 5b) may
be used. This scheme is denoted as LS9.

For the spherical case, we use a similar technique to one used in [26], where a local orthog-
onal projection to a tangent plane at the reconstruction point is made. The implementation
is done considering a rotation of a certain neighbourhood of nodes around the reconstruc-
tion point to the north pole, which in Cartesian coordinates will be assumed as (0,0, 1).
The orthogonal projection is obtained simply ignoring the z coordinates of the nodes. The
planar method is then applied, and the computed reconstructed vector is rotated back to
the original point.
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Figure 5: Examples of stencils used for reconstructions. Line marks indicate the edge midpoints, where
the normal components are know. On the left, the set of points centered at Voronoi polygon, on the right,
centered at a triangle.

The polynomial vector reconstruction requires the solution of a least squares problem,
which can turn out to be expensive when compared to other methods. In our implemen-
tation, we use a QR decomposition at each reconstruction as described in [27]. This is a
robust method, reasonably fast and stable. It is possible to precompute and store the pseudo
inverse of M, basically ((M'M)~'M), as it only depends on grid structures. This largely
reduces the computational time at a cost of considerably more memory usage.

2.6. Radial Basis Functions

A radial basis function (RBF) [28, 12] depends only on the distance from the point where
it is computed to its center. Methods based on RBF's are easily applied on the sphere [29, 30]
and are suited for local vector field reconstructions as described in [9], [31] and [32]. RBFs
have been recently used with success for vector reconstruction on atmospheric models using
non structured grids [33, 1].

Consider k radial basis functions ¢;, relative to a local set of edges of the grid, each
centered at an edge midpoint (7;), of the form

¢z(f) = ¢(d(fa fz))a (21)

where d(-, -) is chosen as the geodesic distance on the sphere and ¢ is a positive kernel to be
chosen in the sequence. The reconstructed vector field will be expressed as

k
u(Z) = Z Xiti ()1, (22)
i=1
where 77; are the edge normal unit vectors and A; will be determined as the solution of

k
Z)\Z¢fz(fj)ﬁl 'ﬁj :Uj, ] = 1,..,]{3, (23)
i=1
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where u; are the normal vector components given at the edge midpoints. Problem (23) is a
linear system of equations with coefficients a;; = ¢(d(Z;, 7;))7; - 7i;. The resulting matrix is
symmetric and, depending on the radial function, positive definite (see [9]). This is the case
with the positive definite Gaussian kernel,

o(r) = eV, (24)

where € is a shape parameter.

The parameter € has to be chosen properly, since it is related to a duality between
precision and stability [34, 12]. If € is too large, the (relevant) support of the radial basis
function will be too small, very close to each edge point. As a result, the matrix will be
very well conditioned (almost diagonal), but the reconstruction may have poor accuracy. If
€ is small enough such that every node contributes in the other nodes reconstruction, but
still large enough so that the system is numerically stable, then normally a good precision
is obtained. If the shape parameter was zero, the matrix would be formed only by ones and
the problem would be ill posed. If € is fixed, the scheme will be asymptotically unstable for
very fine grids, since d(Z;, Z;) would tend to zero, and the matrix entrances would all tend
to one.

If € is taken to be dependent on grid resolution (e.g. € = C/h, with C' constant and h
the mean grid length), then the matrix remains well conditioned for any grid refinement.
However, the precision would be also almost independent of the grid level, with no conver-
gence to be expected for fine grids. Nevertheless, a careful choice of C' may provide adequate
precision for pratical purposes. Rosatti et al [35] used a shape parameter depending on the
grid resolution (e = 4/h), but to ensure convergence, they added a polynomial part in the
RBF basis, in order to reproduce linear functions. This technique has also been adopted in
Bonaventura et al [9].

Ruppert [31] analysed the use of RBFs on staggered grids and concluded that an optimal
shape parameter for the Gaussian kernel is € = 2 for a Rossby-Haurwitz wave number 4.
The ICON shallow water model [33] employs a constant shape parameter (between 1 and 2)
for the Gaussian kernel. Our experiments indicate that fixed shape parameters are adequate
for the grid resolutions in use nowadays, leading to converging schemes, although with fast
growing condition numbers for finer grids. This may be an issue on even finer grids. Besides
ill conditioning, one may also have to deal with some kind of Runge phenomenon [36]. On the
other hand, it would still be possible to resort to stabilized linear system solvers (RBF-QR)
or pre-conditioners [28, 37, 38], paying the price of higher computational costs.

In our implementation, we employ a LD L' Cholesky decomposition of the system matrix,
where L is unitary triangular and D diagonal. As the matrices depend only on the grid, the
decomposition was precomputed and stored for later use in the vector reconstruction steps.
We used three different sets of points to evaluate the RBF reconstruction (see Fig. 5):

e RB3 - Vector reconstruction to triangle circumcenter (VRTC) considering the 3 nearest

edges to the circumcenter (Fig. 5b using only nearest neighbours),

e RBG - Vector reconstruction to triangle vertex (VRTV) considering the 5 or 6 nearest
edges to vertices (Fig. 5a using only nearest neighbours),
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e RB9 - Vector reconstruction to triangle circumcenter (VRTC) considering the 9 nearest
edges to the circumcenter (Fig. 5b using two level of neighbours).

2.7. Numerical experiments

Choice of Grids and Test Case

The spherical grids used to analyse the reconstruction methods are the basic icosahedral
grids, as described in [11] (see also Miura and Kimoto [39]). The construction of the grid
starts by positioning the icosahedral with one vertex at each pole, and the others conse-
quently lying on latitudes 4+ arctan(0.5). We denote the basic icosahedral grid (with 12
nodes) as the 0-th grid level. Finer grids are obtained by recursively adding nodes at the
midpoints of the edges and projecting them to the sphere. Each grid refinement level has ap-
proximately 4 times more triangles and half mean distance between nodes (triangle vertices)
than the previous one.

The grid forms a Delaunay triangulation and the triangle vertices may be assumed as
nodes for a Voronoi tessellation. The Voronoi polygons are constructed by connecting the
circumcenters of the triangles around a node. The resulting Voronoi tessellation is composed
of 12 regular pentagons and all other cells are hexagons. The Voronoi cells will be considered
as computational cells.

As a test function for the vector reconstructions we employ a wave number m = 8 static
Rossby-Haurwitz vector field. It is given in spherical coordinates as

u = awg cos(f) + aw, cos™ ' (0) (msin*() — cos®(0)) cos(mA),
= —amuw,, cos™ (0)sin(h) sin(m), (25)

where 6§ € [—7/2,7/2] is the latitude, A € [—7, 7] is the longitude, v and v are respectively
the zonal and meridional winds, and the parameters are as in [40]: a = 6.37122 x 105,
W = wy = 50ms™!/a = 7.848 x 107°,

Global errors are computed with maximum and mean quadratic norms of local errors,
defined respectively as

Emar - 4{1%&)( HVZ - {’zHa (26>

=l,..

n 12
E2 — \/Zizl HVZ VZH , (27)
n

where v; is the exact scalar or vector value, v; the approximated value at each point 1,
belonging to a set of n points, and || - || is the Euclidian 2 norm.

To evaluate the reconstruction at general points we consider a remapping to a uniformly
spaced longitude-latitude grid (with 0.25° spacing).

Results
In Figure 6 we show the maximum and mean quadratic errors of the vector reconstruc-
tions to triangle circumcenters (VRTC) and vertices (VRTV) of the Rossby-Haurwitz wave
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using the 9 methods/cases described so far, as well as for a hybrid method (HYB), to be in-
troduced in the next section. Figures 7 and 8 show the error distributions with the different
methods on a level 7 icosahedral grid.

The methods based only on the information of the 3 edges surrounding a triangle (Perot’s
PE3, Whitney’s WT3, Radial Basis Function RB3) show similar errors, with first order
accuracy in both maximum and mean quadratic errors. The error distributions are also very
similar, all revealing a strong grid imprinting in both low frequency (coarse grid pattern)
and high frequency (grid scale noise) (cf. Fig. 7).

Maximum errors
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Error Error
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Figure 6: Errors for the vector reconstructions to triangle circumcenters (left) and to triangle vertices (right)
for the Rossby-Haurwitz wave vector field. On the top line the maximum errors are shown and on the bottom
line, the mean quadratic errors. Dotted gray lines indicate references for first and second order convergence
rates.

Perot’s (PE6) and Edge-Based Basis (EB6) methods defined for Voronoi cells present an
approximate second order accuracy in the mean quadratic error, but only first order accuracy
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Figure 7: Error distribution for the remapping of the Rossby-Haurwitz wave to a longitude-latitude grid
(0.25°) using as vector reconstructions to the circumcenters of the triangles (VRTC) : (a) Whitney ba-
sis (WT3), (b) Perot’s method (PE3), (c) Radial Basis Function with 3 components (RB3), (d) Radial
Basis Function with 9 components (RB9), (e) least squares reconstruction with 9 components (LS9). An

icosahedral grid with level 7 was used in all cases.

16



in the maximum norm. This indicates that at some cells, a minority, the convergence is of
first order, although the average convergence if of second order. The places where higher
errors are present reveal a strong coarse grid pattern (see Fig. 8).

The Radial Basis Function method centered on Voronoi cells (RB6) shows approximately
second order accuracy and a weaker coarse grid pattern in the error distribution. The RB9
method, centered at the triangles, is also of second order and more accurate than the RB6
method. The error distribution for the RB9 method has little grid imprinting. Overall, RBF
reconstructions lead to good results and, with appropriate choices of the shape parameter, no
numerical instabilities occurred for the grid levels tested. We employed a shape parameter
of 1 in all results presented in this paper.

The linear polynomial least square methods, centered at the Voronoi cells (LS12) and
triangles (LS9) are second order accurate and have similar precision. The error distribution
for the remapping to a longitude-latitude grid on both methods reveal a number 8 wave
pattern, associated with the test function, and little grid imprinting.
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Figure 8: Error distribution for the remapping of the Rossby-Haurwitz wave to a longitude-latitude grid
(0.25°) using as vector reconstructions to the vertices of the triangles (VRTV) : (a) Edge-based basis (EB6),
(b) Perot’s method (PEG), (c) Radial Basis Function with 6 (or 5) components (RB6), (d) least squares
reconstruction with 12 (or 10) components (LS12), (e) Hybrid method (HYB). An icosahedral grid with
level 7 was used in all cases.
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3. Hybrid vector reconstruction

3.1. On the icosahedral grid

The error distribution obtained with Perot’s method (PE6) to triangle vertices presents
a strong coarse grid pattern (see Fig. 8b). A similar error distribution is observed for the
edge based basis method (EBG6, cf. Fig. 8a). Both methods are generally only first order
reconstructions. Second order error is attained on aligned cells as shown in Appendix A.
Aligned cells are characterized by the alignment index (introduced in [11]):

n/2

E(Q) = nljz |di+1+n/2,i - di+n/2,i+1‘ + ‘di-i-l,i - di+n/2+1,i+n/2|> (28)
i=1

where d = %Z’Z:l d;it1, d;j is the distance between polygon vertices ¢, i = 1,...,n, (we

identify ¢, 41 = ¢1). For the planar case d; ; = d(¢;, ¢;) = ||& — ¢;|| is the Euclidian distance

between points ¢ and ¢;, and on the sphere d; ; = d(¢;, ¢;) = arccos(G;, ¢;) is the geodesic

distance. The cell Q2 is completely aligned if, and only if, = = 0.

On icosahedral grids, there is an evident correlation between high alignment index values
(badly aligned cells) and higher errors in both Perot’s and EBBs reconstruction methods
(see figure 9). This is explained in Appendix A for Perot’s method. For the EBB method
this is not so clear, but similar cancellation of first order error terms seems to take place on
aligned cells.
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Figure 9: (a) Alignment index distribution and (b) distance from cell nodes (triangle vertices) to cells
centroids for level 7 icosahedral grid.

Badly aligned cells (with = > 0.01) are a minority in the icosahedral grid, explaining
why these first order methods may show second order quadratic errors. We exploit this fact,
proposing a hybrid method. We use Perot’s method, a low cost scheme, on the majority of
well aligned cells and a linear least square method only on badly aligned cells, which are
cheaply identified by their alignment index. We have employed the hybrid method with a
threshold value of 0.01 for the alignment index. For cells with alignment index smaller than
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0.01 we used Perot’s method (PE6) and the polynomial approximation with 12 edges (LS12)
elsewhere. For a grid level 8, with this threshold value, approximately 8% of the cells are
marked as badly aligned, and for a grid level 9, only 4%. The overall cost of the hybrid
scheme is not much larger than the cost of Perot’s method.

In Fig. 8e we show the error distribution for the reconstruction to triangle vertices
(VRTV) followed by a remapping to a longitude-latitude grid using the a hybrid method.
The grid pattern is largely reduced and the errors are similar to the ones obtained with the
LS12 method. The overall precision improvement may be seen in figure 6, where we see that
the error norms closely follow the LS12 curve.

One remark is due here: second order of Perot’s method in aligned cells is ensured for
cell centroids, which do not necessarily coincide with the triangle vertices on the icosahedral
grid. Fortunately, on well aligned cells of the icosahedral grid, the centroids are closer to
the triangle vertices (see Fig. 9b). Thus, an appropriate threshold choice for the alignment
index captures both alignment and distance from cell centroid. We have also experimented
reconstructions to the cell barycenter. In Fig. 10 we show the error distributions with
Perot’s method (PE6) and with the hybrid method. The improvements with the hybrid
scheme are as before.
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Figure 10: Error distribution for the vector reconstruction to Voronoi cell centroids (VRVB) on a grid level
7 icosahedral grid using (a) Perot’s method (PE6) and (b) hybrid method (HYB). For the hybrid scheme
the alignement index threshold used was 0.01 (approximately 16% of the cells were considered non aligned)

3.2. Comparison of accuracy and costs of reconstruction methods

In Fig. 11 we compare the methods concerning their accuracy as well as the computa-
tional processing time. The experiment consisted in reconstructing the vector field either
to triangle circuncenters or vertices and then, using barycentric Wachspress coordinates, to
remap the vector field to a uniform longitude-latitude grid. All methods shown in this figure
present similar mean quadratic errors, but quite different maximum errors. The edge based
vector basis and Perot’s method are less accurate, although Perot’s scheme is computation-
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ally cheap. The hybrid method shows a good balance between precision and computational
costs, being comparable to the RBF6 method.

1.4E-1 1~ 9.0
Error Max
— - 8.0
1.2E-14 W Error Mean

1. OE-1 - M Cost Time F 70

_ - 6.0
o 8.0E-21 F50 2
: s B
84} 2D -7 =
6.0E-2 5

-3.0

4.0E-2 1

-2.0

2.0E-2 1 ‘ | ‘ | L1 o

00E+O - T T T W T T T - 00

RB9 LS9 EB6 PE6 RB6 LS12 HYB

Figure 11: Comparison of second order reconstructions methods about error and computational performance.
The errors are the maximum and mean quadratic errors observed for the remapping to a longitude-latitude
grid (0.25°). The first two methods on the left considered reconstructions to triangle circumcenters (VRTC)
followed by vector interpolations using Wachspress coordinates. The other methods considered reconstruc-
tions to triangles vertices (VRTV) followed by vector interpolation using triangular coordinates. The com-
putational processing time (expressed in seconds) is an average of 6 repetitions of the full reconstruction
and interpolation procedure. The grid used was an icosahedral grid level 8.

We point out that in our results the Cholesky decompositions of the interpolation ma-
trices for the RBF methods were precomputed. This largely reduces the computational
costs, at a price of high increase in memory consumption. For the polynomial least squares
reconstructions, we solve the systems completely when required, consuming therefore more
processing time, but with no increase in memory usage. It would have been possible to pre-
compute the pseudo-inverses of the LSQ system matrices, thus reducing the computational
costs, but with a large extra amount of memory required. In the hybrid method, since the
LSQ procedure is used in only a small percentage of the cells, the costs to solve the LSQ
problems have relatively little impact in the overall processing time. The hybrid method
requires no extra memory, showing an advantage over RBF methods in this aspect.

Methods centered at triangular cells, such as the RB9 and LS9, present higher compu-
tational processing times. This happens for two reasons: there are approximately twice as
many triangles as nodes; and also, the Wachspress coordinates calculations on hexagons or
pentagons are more expensive than on triangles (more areas need to be computed). Some
preprocessing of areas could be done in order to reduce costs. One advantage of this ap-
proach is the simplicity to locate an interpolation point in the grid. On Voronoi cells, simple
distance checks are enough to robustly determine to which Voronoi cell a point belongs.
On the other hand, on triangular cells, the precise determination to which triangle a point
belongs is more complicated and subject to numerical imprecisions.
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3.3. Reconstruction on Spherical Centroidal Voronoi Tessellations

The hybrid scheme is applicable to other geodesic grids. In particular, we analysed it on
Spherical Centroidal Voronoi Tessellations (SCVT), which are Voronoi diagrams in which
the nodes are also the cell centroids. The SCVT grids may be thought as an optimization
of the icosahedral grid [39], or as an arbitrary geodesic grid [4].

The icosahedral grid optimized with SCVT has been constructed as in [11], where the
alignment properties of these grids were also investigated. We tested some of the reconstruc-
tion methods to triangle vertices, including the hybrid scheme, in the SCVT grids. In the
hybrid method, we used the LS12 scheme on the 5% worse aligned cells for all grid levels.
Fig. 12 shows maximum errors of the methods involved in the hybrid scheme (PE6, LS12,
HYB) and of a radial basis function method (RB6). Both PE6 and RB6 methods lead to
a first order approximation, while the least square and the hybrid scheme converge with
second order.

Error

1.0E+2 A —>—RB6

1.0E-3 1

1.0E-4
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glevel

Figure 12: Maximum errors for the reconstruction to triangle vertices of the Rossby-Haurwitz wave number
8 on icosahedral grids optimized with SCVT. The dashed lines with no symbols indicate first and second
order convergence references.

Finally, we also tested the hybrid method on locally refined SCVT grids. We employed
the density function described in [4] (equation 10.12), where a region of radius approximately
7/6 is refined with smooth transition to the rest of the sphere. We analysed the vector
reconstruction to cell centroids using a Rossby-Haurwitz wave number 8 on this locally
refined grid. In Fig. 13 we display the density distribution, showing the diameter of the
cells (Fig. 13a). It is remarkable how the grid alignment index (Fig. 13b) captures the error
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pattern of Perot’s method (Fig. 13c). The use of the hybrid scheme highly improves the
results (Fig. 13d).
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Figure 13: Distributions for the (a) diameter of Voronoi cells, (b) alignment index, (c) error for Perot’s
method, and (d) error for the hybrid 95% PE6 and 5% LS12 reconstruction to cell centroids on a spherical
centroidal Voronoi grid level 8, with local refinement.
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4. Vector reconstructions and semi-Lagrangian formulations

4.1. Formulation

In this section we consider which kind of requirements the vector reconstruction methods
should fulfill, in order to be used in second order semi-Lagrangian schemes. We focus on
two important points for semi-Lagrangian methods: the determination of departure points
of particle trajectories and the approximation of fields at departure points. These aspects,
relevant to practically any semi-Lagrangian method, can be dealt with in a simple passive
advection method. This problem is closely related to tracer transport schemes on the sphere,
an important issue for atmospheric models.

The passive transport of a tracer substance ¢ obeys the equation

D¢
o =0 (29)
where D 9

is the Lagrangian or material derivative and ¢’ the fluid velocity. The fluid parcel trajectories
r(t) are such that

dr(t)
o(t,r(t)) = . 31
it (1) = (31)
In a semi-Lagrangian formulation, the tracer advection may be discretized as
o' = ¢l (32)

where the superscripts refer to time instants ¢, and ¢, (t,+1 = ¢, + At) and the subscript
x denotes the departure point of Lagrangian trajectories arriving at the vertices of the
triangulation.

Departure points are calculated iteratively. The midpoint (r,,) of the trajectory ending
at grid point r will be approximated by the iterative procedure

At~k
k+1 T~ 3%
ot = 33
G P2 &

where k denotes the iteration step, 0% is the velocity at the intermediate time step ¢, + At /2
at the trajectory midpoint 7% . The arrival point is used as the initial value r% . Following
the computation of r,,, the departure point is obtained as

T = 2(Tp, ")y — T (34)

In this passive transport scheme, we will assume that the normal components of the
velocity field at the cell edge midpoints of a Voronoi grid are known at any time instant. In
order to obtain the velocities at trajectory midpoints, a vector reconstruction (to a general
spatial location) will be required. If we keep the same proportion between the spatial and
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time spacings (a fixed CFL number) and the vector interpolation is second order accurate,
then only 2 iterations in (33) will be sufficient to obtain third order accuracy in the departure
point determination (as shown in Appendix B). If the vector reconstruction method is only
first order accurate, the departure point will be calculated with a second order error, even
if more iterations are carried out. This makes clear the benefits of a second order accurate
vector reconstruction in the trajectory computation.

Having the departure point with third order accuracy, the use of a third order method
for the interpolations at the departure point locations, will lead to an overall third order
accuracy per time step. The final error in the transported substance over a given period will
be of second order, due to accumulation of errors in O((At)™!) time steps (see Appendix
B).

We have considered several third order schemes for scalar interpolation, including: Ra-
dial Basis Function methods [28, 30, 12|, polynomial Shepard’s methods [41, 42, 43, 44, 45],
Farin’s C! method based on natural coordinates [46, 47] and Renka’s C'!' hermite interpo-
lation [48]. The best results were obtained with Renka’s C' method, which also presented
lower computational costs. Therefore, it has been adopted as our standard scalar interpola-
tion method.

4.2. Numerical experiments

Nair and Lauritzen [15] proposed a class of deformational test cases for transport methods
on the sphere. To verify the properties of our semi-Lagrangian scheme we have chosen
their test case number 4, which defines a non-divergent deformational flow with a zonal
background velocity. The zonal (u) and meridional (v) components of the velocity field are
given by

u(N,0,t) = ksin?(\N + ) sin(20) cos(wt/T)) + 2w cos(0) /T,
v(\,0,t) = ksin(2(N + 7)) cos(6) cos(wt/T)), (35)

where N =\ —27t/T, X\ € [—m, 7], 0 € [-7/2,7/2],t € [0,T]. We adopt k =2 and T = 5.
The global maximum velocity of this vector field is about 2.9 radians per time unit (it was
used in the evaluation of Courant numbers). The initial state of the tracer is chosen as two
Gaussian distributions located at the equator, equidistant from Greenwich (see Fig. 15).
These tests were defined in such a way that the final tracer distribution at instant 7" should
coincide with the initial state, thus allowing exact computation of the numerical error at the
end of the integration.

A semi-analytic expression for the trajectory calculation was derived in [15]. We have
used it (with 100 sub time steps) to defined a reference trajectory, which was employed in
the evaluation of the errors in the departure point estimates.

We first analysed the impact of the vector reconstruction on the departure point cal-
culation. Fig. 14 shows the distribution of the errors in the location of departure points
in a given time step, with various reconstruction methods. Clearly, the errors with Perot’s
method show strong grid patterns and are much larger. The other schemes lead to similar
results, all being adequate for vector reconstruction in trajectory calculations.
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Figure 14: Error on the evaluation of the departure points of the first time step (1/2048) of test case number
4 with reconstruction methods: (a) Perot (PE6), (b) least squares with 12 (or 10) components (LS12), (c)
Radial Basis Function with 6 (or 5) components (RB6), (d) least squares with 9 components (LS9) and
(e) Hybrid method (HYB). The LS9 method reconstructed vectors to the triangle circumcenters (VRTC)
and was followed by a vector interpolation using Wachspress coordinates. All other methods in this figure
reconstructed vectors to the triangle vertices (VRTV) and then used triangular barycentric coordinates for
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the vector interpolation. An icosahedral grid level 8 was used in all cases.
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Figure 15: Deformational flow test with zonal background flow (case number 4 of [15]) with gaussian initial
conditions for the mixing ratio ¢. On the top, the initial condition is displayed. Bellow we have the numerical
solution for ¢ at instant ¢ = T'/2 (after half of the integration time). A grid level 7 (cells with approximately
60km diameters), At = T'/512 (CFL number of approximately 3) and the hybrid vector reconstruction were
employed.

In Fig. 15 we show the distribution of the tracer concentration at the initial time and
at the instant of highest deformation (half of a full revolution cycle). In this test we have
employed a grid level 7 and 512 time steps over the period T'= 5 (corresponding to a CFL
number around 3). The hybrid scheme was used in the trajectory computation and Renka’s
method was employed for the tracer interpolation.

The third order accuracy of the departure point calculation was verified numerically
(see Fig. 16a), as well as the second order accuracy of the tracer concentration at the end
of a full revolution (see Fig. 16b). We can notice that the use of relatively smaller time
steps (lower Courant numbers) improves the precision in the departure points locations. On
the other hand, the use of many time steps contributes to an increase in the accumulation
of interpolation errors, since more time steps are employed. However, if the trajectory
computation is too imprecise, this impacts the final error as well. In this example, a Courant
number around 6 leads to smaller errors.

Renka’s interpolation scheme is not inherently monotonic and therefore, some spurious
oscillations (and possibly negative concentrations) may appear, especially when the tracer
concentrations present sharp gradients. To illustrate this, we have employed “slotted cylin-
ders” as the initial state of the deformational test. Results for the tracer concentration at
time ¢t = T'/2 are shown in Fig. 17 (top left). The final error at t = T is displayed in
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Figure 16: Deformational flow test with zonal background flow (case number 4 of [15]) with Gaussian initial
conditions for the tracer concentration ¢. In the top graph, the maximum errors in the departure point
locations (from all time steps) are displayed for different grid levels and CFL numbers. In all cases the
hybrid reconstruction method was employed. In the bottom graph we have the corresponding maximum

errors in the tracer ¢ after a full revolution (¢t = T).
convergence reference lines.
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Figure 17: Deformational flow test with zonal background flow (case number 4 of [15]) with slotted-cylinder
initial conditions for the mixing ratio ¢. On the top line, numerical solution for ¢ at time ¢t = 7/2 and, on
bottom line, the error of after a full revolution (¢t = T'). On the left, no monotonicity was enforced. On the
right, monotonicity was imposed. A grid level 7 (cells with approximately 60km diameters) and 512 time
steps were adopted (overall CFL number of approximately 3).

the same figure (bottom left). We notice the occurrence of under- and overshootings. We
can enforce monotonicity forcing the interpolated values to lie between the maximum and
minimum values given at the surrounding triangle vertices. The corresponding results for
the deformational test with this monotone interpolation are in the right side of Fig. 17. We
notice that the spurious oscillations disappear and that the slotted cylinder deformation is
quite well captured at half time (compare with results given in [15]).
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5. Concluding remarks

In this article we have shown how to employ several vector reconstruction methods on
spherical polygonal C-grids, specially on Voronoi tessellations. We have compared edge-
based finite element methods, Perot’s method, least square reconstruction algorithms and
Radial Basis Function schemes. The emphasis was in reconstructing the vector field to
any location on the sphere, as required in semi-Lagrangian transport methods. We recon-
structed the fields to fixed locations (vertices, circumcenters or barycenters) and employed
generalized barycentric coordinates to interpolate to desired locations. We also derived a
new hybrid scheme, combining Perot’s method on well aligned grid cells (where it performs
well) with least square approximations on the remaining cells. The resulting scheme is com-
putationally efficient and leads to second order accuracy. It provides similar accuracy to
least square and RBF reconstructions, with some computational advantages. These three
methods are adequate to be used within semi-Lagrangian trajectory computations, with the
necessary precision for second order methods. We point out that if higher order in vector
reconstructions are desired, the RBF or least square methods (with larger stencils) could be
used, although the schemes would be less local and higher computational costs would be in-
volved. We should also say that other schemes may be more interesting for specific purposes,
as for example obtaining the tangential vector components, when the normal components
are given. One may want, for instance, a scheme that maintains the geostrophic balance, as
in [49], possibly with lower order accuracy. General methods, as studied here, may not be
the best choice in specific cases, but provide applicable methods.
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Appendix A. Accuracy of Perot’s method on aligned polygons

In Perot’s original work [7], the reconstruction method is built assuming a constant vector
field, which ensures a first order approximation. Now, suppose that & is the center of mass
of €2 and that « is linear, i.e. it may be written as w = g+ D7, with D being a matrix with
the constant derivatives of .

Parametrizing the edge of the polygon as v;(s) = &; + st;, with s € [~1;/2,1;/2], equation
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(14) becomes

/(ﬁ+Fdiv(ﬁ))dA = Z/F(ﬁ it;) dl
@ i=1 /i
<
nooal/2 B -
17:0|Q| = / (fz+8tz —fo) ((ﬁ0+D(fZ+StZ —fg)) ﬁz) dl
i=1 7 ~li/2
<
nooal/2 B -
o] = Z/ (7. + sT) (G + DF3) - + (sDF)) - %) dl
i=1 7 —li/2
<
Uy = @Z/ (’T_’;ui—FStZ‘UZ"i‘ST_’;’(DtZ"ﬁz‘>+32tz’(Dti'ﬁi>) dl
i=1 Y ~li/2
<
U, = Zr w; l; + — Zt . l3
R (T NV

where 7; = #; — Ty and u; = U(Z;) -1i; = (g + Dr;)-7;. Therefore, for a linear vector function
the method is not exact, leading to a first order error term
3

o> Zt - l (A1)

In summary, the reconstruction method is in general only first order accurate. Now,
suppose that Zy is the center of mass and that € is an aligned polygon (see [11]), for which
opposite edges are parallel and have the same length. In this case, 7; = —17i;1,, /2, t; = —t:qrn /2
li = litn/2. It follows that the first order error term £ vanishes:

1 n/2 3 1} /2
g g — 1 g g — i+n
=T (tz‘(th’ i)~ tign/2(Dlivnsz - Miin)2) D )

As a consequence, Perot’s method is second order accurate on aligned polygons, when the
reconstruction is performed for the center of mass. The same result is valid on the sphere.
The extension of this result to the sphere is done along the same lines used to show that the
usual finite volume discretization of the divergence operator is of second order on spherical
aligned polygons in [11]. Similar analysis also applies for the reconstruction method when
the tangential components are known.
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Appendix B. Accuracy of the semi-Lagrangian scheme

We analyse here the influence of the number of iterations and of the vector interpolation
order on the semi-Lagrangian scheme accuracy. Similar analysis (in one dimension) can be
found in [50] and in [51], but not exactly as needed here. Our analysis is restricted to the
R? plane.

Appendiz B.1. Departure point calculation with exact velocities
Define, for fixed t € [0, 7],

ry = r(t), as the departure point;
r, = r(t+ At/2), as the midpoint; and
r, = r(t+ At), as the arrival point,

as in Fig. B.18. Assuming regularity of r(t), we use its derivatives to define the velocity
(v), acceleration (a) and jerk (h), at the arrival, departure and midpoints.

Figure B.18: Illustration of elements involved in the semi-Lagrangian trajectory calculation.

Using Taylor expansions of r, and ry around r,, we obtain

At At? At?

. = 4
r,=r,, + 5 Vm—l——S am+—48 h,, + O(At") (B.1)
and A A2 A
t t t ,
Let At
ry, =T — 7{’m7 (B 3)



be the final approximation to r,,, with v,, being the corresponding final approximated
velocity used to obtain r,,. v,, is an approximation to the exact velocity v,, at the midpoint.
Equation (B.1) leads to

At At? At?
~m - m — m - ~m - Am —hm At4 . B4
T r—|—2(v V)—|—8a+48 + O(AtY) (B.4)

The departure point is estimated in the scheme as
At
Ig=2r, —Tr,="1, — 7\7% (B.5)
therefore,

At At? At?
Ta=Tpm+ — (Vo —2V,,) + ——a, + ——h, + O(At"). (B.6)

2 8 48
Using equation (B.2), the error in the departure point calculation may be estimated as

3 3 At? A

e=7;—ry;=At (vm—vm)%—ghm—i-O(At ). (B.7)

Thus, the accuracy of the trajectory, up to third order, depends on how well v,, approximates
Vin.

If the fluid velocity is known at any point in space and time, v,, depends only on the
iterative process at instant ¢,, =t + At/2. With one iteration,

At
Vin = V(tm, Ta) = V(ty, T + 5 Vm+ O(A?)) = v,, + O(At) .
Equation (B.7) now shows that we would have an error of O(At?) in the determination of

Ty,
If instead, two iterations are employed,

A
Vi =V (tm, r, — Qtv(tm, ra)) ) (B.8)
Using that
At 9
V(tm,Ta) = v(t + At/2,1,) = v, — -2+t O(At )
we obtain
2
Vi, = V (tm, r, — Aztva + Ajaa + O(At?’))

2

= v (tm, T, + A?taa + O(At3)) =V + O(AF) |

since r,,, =TI, — %Va + %Qaa + O(A#3). Tt follows that in this case, 1, is obtained with an
error of O(At3). More than two iterations will not improve this order of error.
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Appendixz B.2. Departure point calculation with approximated velocities

We can now discuss the impact of spatial errors in the evaluation of the velocity field
at the trajectory midpoint. If we have an interpolation error of order p > 1 (assuming
Az = aAt) we obtain ¥, = 1,, + O(At™"P+13)) with two or more iterations. The midpoint
and departure point of the trajectory will be third order accurate if at least two iterations
are carried out and if the error in the velocity field spatial interpolation is at least two. The
same conclusions apply for temporal errors in the approximation of the velocity values (for
instance, a linear extrapolation of values at time ¢ and ¢ — At is sufficient for providing
second order in time).

Finally, we consider the errors in the transported quantity at the end of a given time
interval. With a fixed relation At = aAx, the number of time steps necessary to reach
a fixed instant is of the order of (At)~'. If the errors per time step are of order p, they
may accumulate along the O((A¢)™!) time-steps, resulting in a final error of order p — 1.
Therefore, if we want to garantee a second order scheme we need: two iterations in the
trajectory computations, a second order scheme for the vector reconstruction of the velocity
field and a third order interpolation method for the transported scalar field.
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