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Abstract

A dual formulation and finite element method is proposed and analyzed for simulating the
Stefan problem with surface tension. The method uses a mixed form of the heat equation in
the solid and liquid (bulk) domains, and imposes a weak formulation of the interface motion
law (on the solid-liquid interface) as a constraint. The basic unknowns are the heat fluxes and
temperatures in the bulk, and the velocity and temperature on the interface. The formulation,
as well as its discretization, is viewed as a saddle point system. Well-posedness of the time
semi-discrete and fully discrete formulations is proved in three dimensions, as well as an a priori
bound and conservation law. In addition, error estimates are derived with reduced regularity
assumptions on the solution. Simulations of interface growth (in two dimensions) are presented
to illustrate the method.

1 Introduction

1.1 Background

The Stefan problem describes the geometric evolution of a solidifying (or melting) interface. It
is a classic problem in phase transitions. The model consists of time-dependent heat diffusion in
the solid and liquid phases, with an interfacial condition on the solid-liquid interface known as the
Gibbs-Thomson relation with kinetic undercooling [41, 42, 60] and a thermodynamic derivation
of the model can be found in [28]. Applications range from modeling the freezing (or melting) of
water to the solidification of crystals from a melt and dendritic growth [50, 51, 29, 36, 14, 58].
Mathematical theory for the Stefan problem with Gibbs-Thomson law is available for local and
global in time solutions [12, 38, 24, 35, 44, 45, 47, 46]. Well-posedness results are also available if
the heat equation in the bulk phases is replaced by a quasi-static approximation (i.e. the Mullins-
Sekerka problem) [17, 23, 19, 39, 48].

Efficient numerical schemes for simulating these models is necessary to allow for design, pre-
diction, and optimization of these processes. Phase-field methods have been used for simulating
solidification and dendrite growth [34, 6, 54]. Level set methods have also been used to handle the
evolutions of the two phase interface [22, 11, 43, 53]. The method we present uses a front-tracking
approach where the interface parametrization conforms to a surrounding bulk mesh. Other front-
tracking methods for the Stefan problem have also been given [2, 49, 34, 33, 50, 51, 52, 4].

Our paper presents a completely mixed formulation of the Stefan problem, including the bulk
heat equations [7]. In other words, we formulate the problem in a saddle-point framework, where
the heat equations are in mixed form, and the interface motion law appears as a constraint in the
system of equations with a balancing Lagrange multiplier that represents the interface temperature.
To the best of our knowledge, this is a new method for the Stefan problem with surface tension.
Some highlights of our method are the following.



e We prove that both the time semi-discrete and fully discrete systems have a priori bounds
(in time) that mimic the continuous model, if a simple mapping procedure is used to update
temperature fields on the deforming domain. This assumes the interface velocity is reasonably
regular and that there are no topological changes. Moreover, if a different mapping procedure
is used, then we can prove that both the time semi-discrete and fully discrete systems maintain
conservation of thermal energy. In [5], they only achieve this for their discrete in space scheme.

e The interface is represented by a surface triangulation that conforms to the bulk mesh which
deforms with the interface. Hence, occasional re-meshing is needed, which is done by the
method in [64]. One advantage of this method is that all integrals in the finite element
formulation can be computed exactly.

e We obtain error estimates between the time semi-discrete and fully discrete solutions while
making low regqularity assumptions on the solution of the time semi-discrete system.

e Our method can be modified to include anisotropic surface tension via [5], which is relevant
to crystal growth. The well-posedness of the method remains unchanged, as well as the a
priori bound and conservation law. The error estimates must be modified slightly to account
for the non-linearity induced by the anisotropic curvature term.

e Other variations of the Stefan problem (e.g. Mullins-Sekerka) can be formulated with our
approach by straightforward modifications. One can even include moving contact line effects
when the solid phase is attached to a rigid boundary [59, 63].

1.2 Summary

In Section 2 we describe the governing equations. Section 3 describes the fully continuous weak
formulation and derives a formal a priori bound and conservation law. Section 4 explains the
time-discretization and how the interface motion is handled. A variational formulation of the time
semi-discrete problem is given and its well-posedness is shown. We then do the same for the
fully-discrete formulation (Section 5). Error estimates and regularity assumptions are described in
Section 6. Section 7 concludes with numerical simulations to demonstrate the method.

2 Model For The Stefan Problem With Surface Tension

The particular mathematical model we consider can be found in [28, 5]. In this section, we present
the strong form of the Stefan problem.

2.1 Notation

Let Q be a fixed domain in R? (for d = 2,3), with outer boundary 99, that contains two phases,
liquid and solid, denoted respectively by the open sets € and ), ie. Q = int(Q U Q) and
N Qs =0 (see Figure 1). Furthermore, 92 partitions into two pieces: 9Q = dpQ U N such that
IpQNINQ =0 and |0pQ2| > 0 (set of positive measure).

The solid-liquid interface between the phases is I' = Q] N € (a closed surface). The domains
Q), Qg, and T" are time-dependent, and we shall assume that IT'(¢) C € for all ¢. Moreover, we
assume I'(¢) is smooth and let X(¢) denote a parametrization of I'(¢):

X(-,t): M —R%  where M C R? is a given reference manifold, (1)
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Figure 1: Left: Domains in the Stefan problem. The entire “box” is Q = int(€; U (k) (containing
two phases €, 5) with Dirichlet boundary dp€2 denoted by the dashed line. A Neumann condition
is applied on the remaining sides Ox2. The interface between the phases is I' = Q) N Qg with unit
normal vector v pointing into €2;. Right: Simulation using the method developed in this paper
(Isotropic Surface Tension). Several time-lapses are shown to illustrate the evolution with initial
interface having a “star” shape. See Section 7 for more simulations.

ie. I'(t) = X(M,t). Furthermore, we introduce fived reference domains Qy, Q for the liquid and

solid domains such that 2 = int(ﬁl U ﬁs) and M = ﬁl N ﬁs. We can extend X to be defined on all
of Q and such that Q(¢) = X(Q,¢) and Q4(t) = X (4, t) (slight abuse of notation here). This is
needed later when specifying the function spaces.

The surface I" has a unit normal vector v that is assumed to point into §2; (see Figure 1). For
quantities ¢ in O (£25), we append a subscript: ¢q| (¢s). The symbol k represents the total curvature
of the interface I', and we assume the convention that s is positive when g is convex (contrary to

[5])-

Table 1 summarizes the notation we use for the physical domain and the physical variables
(e.g. temperature, etc.). The physical coefficient symbols that appear in the model, as well as their
values, are given in Table 2. The non-dimensional parameters are given in Table 3.

2.2 Strong Formulation

The Stefan problem is as follows. Find w : Q x [0,7] — R and interface I'(¢) C Q for all t € (0,7,
such that u|g, = w, u|o, = us, and the following bulk conditions hold:

YOu — KijAuy = fi, in (1),
Vorus — KsAug = fs, in Qg(t),
vo - Vu =0, on OnQ, (2)
U = up, on dpfl,
u(+,0) = ug, in €,



Symbol

Table 1: General notation and symbols.

Name

Qa Qb Qs

Bulk Domains: Entire, Liquid, Solid

Boundary of 2

Partition of 02 = OpQ U In{2

Interface between ) and g phases

Interface (I') Parametrization and Velocity

m, ms '

Temperature in ) and Qg

K (Degrees Kelvin)

Heat sources in € and €

Surface Gradient Operator

Laplace-Beltrami Operator

Unit Normal Vector of T’

Projection onto Tangent Space of I'

Total Curvature of T'

Symbol

Table 2: Physical parameters and values.

Name

Units

Volumetric Heat Capacity

JmPK!

Kb Ks

Thermal Conductivity in €2; and Qg

J s Im—IK!

Latent Heat Coefficient

Jm

Surface Tension Coefficient of T"

J m—2

Volumetric Entropy Coefficient

Jm KL

Kinetic Coefficient

Jsm~™

1

Mobility Coefficient

Sl |»n| e

Length Scale

m

Uo =Tm

Temperature Scale

K

Time Scale

seconds (s)

Fo =90y /19

Heat Source Scale J

m 3 s 1

Symbol

Table 3: Nondimensional parameters.

Name

Value

S=25/9

non-dim. entropy coefficient

Bo = YUyt

/(pD) non-dim. mobility coefficient

0.01

B =Pop

non-dim. mobility function

K\, = Kito/

(D%V) non-dim. liquid conductivity

Ky = Kgto/(D*V)

non-dim. solid conductivity

C = o/(UyDY)

non-dim. surface tension coefficient

0.0005




where ug is the initial temperature, and the following interface conditions hold:

up —ug = 0, on I'(¢),

v (KiVu — KVug) + Loy X -v =0, on I'(t),
p

Bv)

WX v+ ak+ Su=0, on ['(t), (3)

X(+,0) —Xp(-) =0, on M,
I'(0) = Iy, in O,
where T’y is the initial interface (parameterized by X) and X(-,¢) parameterizes I'(t). Note that

u =T — Ty, where T is the temperature in degrees Kelvin and Ty is the melting temperature at
the interface I', and that u is continuous across the interface. As noted in [5], we must have

L

(4)

2.3 Non-Dimensionalization

We non-dimensionalize the variables, but use the same variable symbols for convenience. This gives

By — K1 Auy = fi, in (1),
Orus — KoAug = fo, in Q4(t),
vo - Vu =0, on Ox€2, (5)
u = up, on dpfl,
u(+,0) = up, in £,

u —us = 0, on I'(t),
V- (EVul — I/(ZVUS) + §8tX v =0, on I'(t),

;atX-I/-l-é\li-i-gu:O, on I'(t), (6)
Bv)
X(-,0) — Xp() =0, on M,
T'(0) = Iy, in O,

Throughout the paper, we assume the non-dimensional coefficients satisfy
oo > I/a,f/(i,é,g >0, oo0> B(V) > B_ >0, where B_ is a constant.

Remark 1. The case of 9 =0 (z'A.e. CA, §, f(\l, I/(\s = 00) corresponds to the steady-state heat equation
in Q and Qg and if p =0 (i.e. B(v) = o0) then (5) and (6) becomes the Mullins-Sekerka problem
with Gibbs-Thomson law [41]. Our formulation can easily be modified to implement this model. If
S = oo only, then X -v = 0, so (5) and (6) reduce to the time-dependent heat equation on a
stationary domain with up = us =0 on I.

3 Weak Formulation

3.1 Function Spaces

Since the domain and interface deform in time, we define the function spaces using a reference
domain [5]. For simplicity, we shall assume that 9Q N 9Q; = 9N (see Figure 1); thus, Qs C Q.



We use standard notation for denoting Sobolev spaces, e.g. L?(Q) is the space of square integrable
functions on Q, H(div, ) is the space of vector functions on €2 that are square integrable and whose
divergence is also square integrable, etc. On the reference domains ) and )5, we introduce:

V=H(div,Q), V(g)={neV:n -vg=g, ononl},
V) = H(div, ), Vi(g) ={n€Vi:n vg=g, ondxQ}, (7)
Vs = H(div, ),

Q="L*Q), Q=L*), Qs=L*Q). (8)

On the reference manifold M, we have
Y = H'(M,RY), (9)

M = HY?(M,R). (10)
We will use the following abuse of notation, similar to [5]. We identify functions n in V| with
1o X! defined on Q(t) (recall Q(t) = X(Q,%)), and denote both functions simply as 7; similar
considerations are made for functions 1 in V. Likewise, we identify V in Y with V o X! defined
on I'(t), and denote both functions as V; similar considerations are made for functions p in M.
3.2 Curvature

3.2.1 Definition

Next, recall an equation relating X(-,¢) to the vector curvature kv of I'(t) [16]:
—ArX = kv,

where Ar is the Laplace-Beltrami operator, which is defined by Ar := V- Vr where Vr is the
tangential gradient (or surface gradient) on the manifold I'. Note: Vr = 739, and Ar = 02, where
Os is the derivative with respect to arc-length, when I' is a one-dimensional curve with oriented
unit tangent vector 7.

3.2.2 Weak Form

In the rest of the paper, we take advantage of a weak formulation of the vector curvature [18, 3].
If ' is a closed manifold, then the following integration by parts relation is true:

/ kv - Y = / VrX: VrY, (11)
r r

where VX is a symmetric matrix that represents the projection operator onto the tangent space
of I'ie. ViIX =I—-v ®v. We use (11) to derive the weak form (13).

3.3 Fully Continuous

We present a mixed formulation of (5), (6) that is partly related to [7] for the heat equation.
Define the flux variables oy = —K|Vuy, 05 = —K Vug. Then, for given initial data X(-,0) = Xg,



us(+,0) = usp, wi(-,0) = w9, we want to find time-dependent functions o(-,t) in Vi(0), o(-, ) in
Ve, X (1) in Y, (-, t) in Qp, us(-,t) in Qs, A(+, ) in M such that

1
= 01"'7—/ ulv-n—/ )\n-u:—/ upm - vq, for all n € V(0),
Ky Jou(t) (1) I'(t) apQ

—/ qvm—/ qatulz—/ ofi, forall g € Q,
(1) (1) Q(t)

1 (12

x/ as-n—/ uSV-n—I—/ An-v =0, forallneV,

K Jag(t) Qs(t) I'(t)

—/ qV-as—/ q@tusz—/ qfs, for all g € Qq,
R0 Q) Q)
1 ~ ~

/ A—((?tX-V)(Y-I/)—i—C/ VFX:VFY+S/ MY v)=0, forall Y €Y,

re B(v) r(t) r(t) (13)

S ,u@tX-u—/ ,ual-u—l—/ pos-v =20, forall ue M,
T(t) r(t) r(t)

where we have dropped the differential measure symbols dx, dS(x), etc., for brevity. Note: inte-
gration by parts shows that A = u; = ug on I'(¢).
3.4 Formal Estimates

Well-posedness of the fully continuous problem (12), (13) is challenging. One must handle the
parameterized deforming domain appropriately and be able to obtain a priori estimates of the
interface velocity, curvature, and improved regularity estimates of the variables [13, 30]. However,
one may formally derive a priori bounds by assuming existence and uniqueness of a solution as well
as sufficient regularity to allow for choosing test functions.

3.4.1 A Priori Bound

For simplicity, take up = 0. In (12) and (13), choose m = o1, ns = 05, Y = 0 X, q = —uy,
gs = —us, 4 = — A\, and add the equations together to get:

1 1 1 .
— \0'1]2—#?/ \as\2+/ A—\atx.u\%c/ Vr(9,X) : VrX
Ky Jou(r) Ks Joyt) r@) f(v) I(t)

/ ulatul+/ us O =/ u1f1+/ Us fs.
Ql(t) Qs(t) Ql(t) Qs(t)

Next, we make some preliminary calculations for some of the terms in (14). By standard shape
differentiation [55, 15, 31], we have

i / u12 = E?t(u%) — / u%(@tX) ‘U,
dt \ Joy() () r(t)
i / ug :/ at(ug) +/ ug(atX) v,
dt \ Jo,) 0u(t) (1)

(14)



where we have accounted for the orientation of the normal vector v of I'(¢). Thus,

1
/ w0y +/ usOpis = = < 8t(u1) )
(1) Qs (1) ()
1d / 2 / 2) 1/ 2
= uj — ( —ul)o X v (16)
2 dt < () (1) 2 Jra)
1d / 2 / 2)
= —— ul + us bl
2dt < Qi (t) Qs (t)

where the last term is dropped because (formally) u; = us on I'(%).
Now note that shape differentiation also tells us that

[\

d
| r@x): vix = i)l (1)
I(t)
Therefore, we arrive at an identity
1 1 1 ~d
——[(0X) - v]* + = ||o])? + = ||os||? +C—|T(t
Loy 507 @041 + ol + 21l + CgIT)

1d (18)
+ = / U12 + / ug = / ur fi + / Us fs,
2dt \ Jo,u) Qs(t) () S(t)

which is a variation of a result in [5]. Continuing, we assume there exists an “inf-sup” condition
for the system (12), (13) (similar to Lemma 3), such that Hu1||L2(Q + HuSH%?(QS) is bounded by a
constant times the top line of (18). Hence, by using weighted Young’s inequalities on the right-
hand-side of (18), we obtain the desired inequality

1 2 2 2 d
Loy 5051050 Il + ol + T

d 5 ) , ,
- <
+ dt </Ql(t) uj + /S(t) us> <C <||f1\|Lz(Ql) + ||f5||L2(QS)) ,

where C' > 0 only depends on the physical constants and domain geometry. See (41) for the
semi-discrete version of (19).

(19)

3.4.2 Conservation Law

We also have a conservation law for the system which is simply a thermal energy balance. Choosing
q=1,¢=1in (12), and g =1 in (13) gives

—/ UI'VQ+/ o v = Opuy — f17
opQ () (1) (e
_/ US’V:/ atus_/ fS7
I'(t) Qs(t) Qs(2)

S (8tX)-V:/ 01-1/—/ o5 V.
I(t) I(t) I(t)



Adding them together gives the balance law:

h+ fs—/ o)V = 3tul+/ atus_g/ (0. X) v, (20)
Qi (t) Qs (t) Op2 Q(t) Qs(t) I'(t)

where the left side is the thermal (power) input and the right side is the rate of change in the stored
thermal energy of the system. Note that energy is stored in the phase change associated with the
velocity 9, X of I'(t). See (42) for the semi-discrete version of (20).

4 Time Semi-Discrete Formulation

We now partition the time interval (0,7") into subintervals of size At. We use a superscript i to
denote a time dependent quantity at time ¢;. Furthermore, let (-,-)y; denote the L? inner product
on the generic domain X. In addition, let (-,-)s; denote the duality pairing on ¥ between H~1/2(X)
and H'/2(X) or between H~'(X) and H'(X) (the context will make it clear).

4.1 Interface Velocity
4.1.1 Map I'¥ to I''*!

We introduce the interface velocity V := 9,X as a new variable. Thus, we approximate the interface
position at time ¢;;1 by a backward Euler scheme:

Xt = X At VITL where VI QF — RS, (21)

Thus, knowing V**! and X’ we can update the parametrization of the interface and obtain the
interface I'"*! at ¢;,1. Note that X%(-) = idpi(-) (the identity map) on I'.

Remark 2. We shall assume throughout this paper that V1 (for all i) is at least in WH>°(T'?) in
order for the update (21) to make sense.

4.1.2 Map Q, Qi to Q/T, QiF!

Given V! on I'?, it can be extended to the entire domain Q by a harmonic extension [21, 65]. We
use the same symbol ViT! to denote the extension. This induces a map ®;4; : Q° — Q! defined
by

B4 1(x) = idgi (x) + AtVT(x), for all x € Q°. (22)

See [26, 27] for similar constructions in an ALE (Arbitrary-Lagrangian-Eulerian) context.

Note that @41 is defined over both Q! and Q. Similarly as for (21), we assume V! (on Q)
is at least in W1°(Q?). Moreover, we assume ®;,; is a bijective map and det([V®;,1(x)]) > 0.
We note the following properties satisfied by ®;,1 [32, 57].

o Ify = @541 (x), then (Vy® ) 0 @ip1)(x) = [VxPis1 (x)] "

o If f: Q! 5 R, then sz‘H fly)dy = sz f(@i41(x)) det([VxPig1(x)]) dx.
We use the map ®;1 to transform the functions uf“, ut! on ©F to new functions on Q! in order
to advance the solution to the next time step. See Section 4.6 for more details.



4.2 Weak Formulation

We now present the semi-discrete formulation of equations (12) and (13). The main idea is to write
all integrals over the current domain ¢, IV but set all of the solution variables at the next time
step t;+1 (i.e. a semi-implicit method). Moreover, we apply (21). Thus, we arrive at the following
weak formulation. At time ¢;, find o' in Vi(0), o2*! in Vi, Vi*!in Vi, *! in Qf, ul*! in Q,
AL in M? such that

1 7 7 1\ )
X(Ul—i_l?n)ﬂl (U1+1,V : T’)Qf - <77 L 7)‘ +1> ¢ <77 VﬂuuD >8DQa for all nec Vl(0)7

_(v : 0-1+17 Q)Qf - —(’LL1+1, q)Qf + = At (’LL1 7Q)Q1 (f +1 )Ql for all q € Qb

(23)
1 . . . .
?w;“,n)g; — W™V m)gi + (n- v N =0, for all p € Vi,

_(v ’ GS+I7Q)Q§ - E(us+la Q) At (’LLS 7Q) = _( s+17q)an for all ¢ € Q57

(B WYV VY )+ AC(VEs VI VR Y )i
+S(Y - N = —C(V X, Vi Y)pi, forall Y € Y, (24)
SV v e — (o v )+ (0T v ) = 0, for all pe MY,

where the function spaces are defined over the current (known) domain Q¢ I'*. Then we use (21)
to obtain the new interface position, which induces a map ®;.1 : Q° — Q! that we use to

update the temperatures uj ™", ui*! defined on Q' to new functions @', 7' ! defined on Q"' (see

Sections 4.1.2 and 4.6). Iterating this procedure gives a time semi-discrete approximation of the
fully continuous problem (12), (13).
4.3 Abstract Formulation

In order to simplify notation, we shall drop the time index notation and remember that we are
solving for all variables on the current known domain 2 = Q' I' = I'* with the current known
normal vector ¥ = v'. In particular, we take

Z+1 i+1 i+1 +1 i+1 i+1
o =0, 03 =05, \4 =V, Uy =Uu, U = Us, A = A

fitt=h, fif'=F, w'=w, % =1, X' =X, Vpn=Vr.

4.3.1 Bilinear and Linear Forms

For notational convenience, we introduce the following bilinear forms. The primal form is

1 1
a((nla 7s, Y)7 (0-17 Os, V)) - X(fr,h Ul)Ql + ?(7757 US)QS
Kl Ks (25)

+ (B W)Y v,V -v)r + AC(VLY, Vi V),
the constraint form is

b((nb s, Y)7 (QI7 gs, M)) = _(V -, ql)Ql - (v * N, qS)QS
- <771 'V7M>F + <T)S 'V7M>F +S(Y V)M)Fv

and the lower diagonal form is
1
C((QlaQS)M))(u17u57/\)) = Kt(quul)Ql At(qs’us)Q (27)

10



The linear forms are defined by

x(m,ms, Y) = — ((771 -va, up)apa + C(VrX, VFY)F> ,

- _ 1 1 (28)
V(a, gs, 1) = — <(f17QI)Ql + (s as)en + 5 (@ a)ey + E(u57QS)QS> :
4.3.2 Saddle-Point Formulation
Define the primal space by
Z =V(0) x Vg x Y, (29)
and the multiplier space by
T =Q; x Qs x M. (30)

With the above notation, the formulation (23), (24) can be written as a saddle-point problem.

Variational Formulation 1. Find (01,05, V) in Vi(0) x Vg x Y and (uy, us,\) in Q) x Qs x M
such that
a((nla 7757Y)7 (0-17 O, V)) + b(("?l, s, Y)7 (’LLl, Us, /\)) = X(nlv 7757Y)7
—I—b((O'l,O'S,V), (QIv QS7M)) - C((Qh QS7M)7 (Ul,us, A)) = ZZ)(QBqSHu)v

for all (m,ms,Y) in V1(0) x Vg X Y, and (q1,qs, 1) in Q) x Qs x M. The temperatures uj, us are
Lagrange multipliers as well as the interface temperature .

(31)

4.4 Norms
4.4.1 Non-degenerate Interface

The purpose of the following assumption is to avoid a case where I is closed and very flat (e.g. the
surface of a pancake). It is necessary to ensure the equivalence of the norms in Proposition 1.

Assumption 1. Assume that I' is a Lipschitz or polyhedral manifold. In addition, for any non-zero
constant vector a € R3, assume there exists an open neighborhood N C T such that [N'| > ¢o > 0
and

a-vx)>0, VxeN, or a-vkx) <0, VxeN.

4.4.2 Primal Norm

Clearly, ||(m,ns, Y) |2 == Hnl”%{(div,ﬂl) + ”ns”%“{(div,ﬂs) + HYH%l(F) is a norm on Z. But because of
the form of the equations, we shall use a different norm. First, we note an equivalent norm to the
standard H' norm on T (i.e. HYH%”(F) = HYH%Q(F) + HVFYH%Z(F)).

Proposition 1. Let I' be a Lipschitz or polyhedral manifold. Define:

IYIP = 1Y w1 ae gy + 90 g,

Then, [|[Y||| = [IY||z1(ry, with constants that only depend on the domain.

Proof. First, verify that |||Y]|| is a norm on H!(T'). We just need to check that [||[Y||| =0« Y =0
since the other norm properties are trivial to verify. If [|[Y[|[ = 0, then [[VrY|2qy = 0, so
Y = a € R? (constant vector). If a # 0, then by Assumption 1, a-v > 0 (or < 0) on a set of

positive measure. Thus, [|'Y - VHz,l/Q(F) # 0, but this is a contradiction, so then a = 0. Since || |||

is a norm on H!(T'), the equivalence with || - || g1 (r) follows by a classical compactness argument
[1, 20]. O

11



In lieu of the above, we define the following primal norm:

1 1 ~_
[(m,ms,Y)||7, = ?”nl”%(div,m) + ?HT/SH%{(div,ﬂs) +I1B872Y |2
1 S

(32)
FIY vl + ACIVEY [,
The choice of H~'/2(T) is the most convenient for our formulation.
4.4.3 Multiplier Norm
The obvious multiplier norm is [|(q1, gs, ) ||3e = Hq1|]2L2(Ql) + Hqu%Z(QS) + ”'“”%11/2@)' However,

because of the form of the bilinear form b (26), it is more advantageous to use the following
equivalent norm:

2 =112 =2 5112 2112 g 2
@ gs: )lle = @llZ2 ) + 165l 22 00 + I = @llzpre oy + e = Gsllzpre @y + Sl (33)
where we introduced the mean value: ¢; := ﬁ sz qi, and q; := q; — ¢; (for i =1,s). We also define
the mean value on I': fi := ﬁ Jr 1, and fi:= p — fi.

Proposition 2 (Equivalence of Multiplier Norms). Let I' be a Lipschitz or polyhedral manifold.
Then, ||(q1, gs, 1) |lTe = ||(q1, gs, 1) ||, with constants that only depend on the domain and S.

Proof. Again, use a compactness argument.

4.5 Well-posedness

This section verifies the conditions needed for well-posedness of (31) [10, 8].

4.5.1 Main Conditions
Lemma 1 (Continuity of Forms).
‘a((nlarle)a (U],US,V))’ < Ca”(nhn&Y)HZH(Ula0'57V)”Zy V(TIhTImY)a (0'170'57V) € Z,
16((m, 15, Y), (1,05, 12))| < Coll(m, ms, Y) |zl (@1s g5 ) I, Y(m,ms,Y) € Z, (1,05, 1) € T,
le((a1, s, 1), (ur, us, N))| < At a2y Il 22y + llasl z2 oo lusl z20.) s ¥ (an, gs, 1), (ur, us, A) € T,
)

’X(T’hn&Y ‘ S CX”(nl7nsaY)HZa v(nhnSuY) € Z7
l(ar, g, )| < Cyll(ar, gs, 1)|Irs V(@ gs, p) € T,

where Cy, Cy, Cy,Cy, > 0 are constants that depend on physical parameters and domain geometry.
In addition, C, depends on up, At=12 and Cy depends on fi, fs, Ui, us and At~

Proof. The first result comes from two uses of the Schwarz inequality. The second estimate follows
by noting

=(Vem,a)o, — (m-v,mr < Clllallzzqy) + el gz mlllmllzay.e),
—(Vns,65)0, + (s v, i) < Clllgsl 2. + 1l ey lInsl m@iv.o.),

where we used an H~1/2(T") trace estimate. In addition, we have
S/FM(Y v) =8, Y v)r < SHM”HU?(F)HY : V”H*1/2(F)‘
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The bound on b then follows by combining these results and using Proposition 2. The bound on ¢
is obvious. Next, we have

xX(m,ms, Y) < ”UD”H1/2(6DQ)”771 ’ VQHH*/Q(BDQ) + ClCA”VFY”B(F) < Cll(m,ns, Y)|lz,

where C' depends on At~'/2 and the data up. The last inequality follows from (28) where the
constant depends on At~! and the problem data. O

Lemma 2 (Coercivity). Let (m,ms,Y) € Z with b((m,ms, Y), (q1, s, 1)) = 0 for all (q1,qs, 1) € T.
Then,

|a((7717 Ns, Y)v (7717 s, Y))| > CH(”I) s Y)H%’
where C' > 0 is a constant that depends on S and the domain. This is true even z'fB — 00.

Proof. From (25), we get
1 1 - _
a((m,ms, Y), (m,ms,Y)) = ?Hmlliz(gl) + ?”ns”zm(gs) + 118 Yy V”2L2(F) + AtC”VFY”QB(F)
1 S

1 2 1 2
= ?IHWIHH(diV,Ql) + EH"?sHH(divvﬂs)

+1B7Y2Y vy + ALCIVEY 132y,

where the last step follows from the hypothesis V -1 = V - g = 0. Also by hypothesis, we have

~

S(Y : VHU)F - <771 : V7IU>F - <ns . V7M>F7 fOI' a‘ll M € H1/2(F)

Hence, we have

~ S(Y -v,u)r

SIY vl oy = sp S < o0 + el
peH/2(T) HMHH1/2(F)

Combining these inequalities yields the assertion. O

Lemma 3 (Inf-Sup). For all (q1,qs, ) € T, the following “inf-sup” condition holds

b((m,ms.Y), (a1, 45, 1))
sup
(mms,Y)€EZ H(nlaan)”Zo

Z C”(QI, QSa M)”T7

where C > 0 depends on the domain and S. If ||(m,ms, Y)|ze is replaced by ||(m, ns, Y)||z in the
denominator, then the inf-sup still holds, except C also depends on K, Kg, C, and f_. Furthermore,
C does not depend on the time step At, as long as At < 1.

Proof. Assuming m; - vo = 0 on 9€), accounting for the orientation of the normal vector and using
the divergence theorem, we have

b((nlvnS7Y)7 (qlv qsnu)) = _(v /e QI)Ql - (V : nS7qS)QS - <771 . V7M>F + <775 . V7M>F + g(Y : V)M)F
= _(v : Tllv(jl)ﬂl - (V : ns,ds)Qs - <771 LAY (jl>1—‘ + <T)S UV, 0= (jS>F
+ g(Y : Vnu)l—‘-

13



Next, by definition of the H'/2(T") norm, there exists a & € H(div, ) such that — (& -v, . — ¢i)r =
[ — @1‘|H1/2(r) and ||£||H(div,Ql) = 1. With this, we construct the vector field n € H(div, ;). Let
b1, ¢2 in HY(Q)) satisfy

—A¢py = #, inQ, v-V¢; =0, on 900 =1 U,
lall 2

—A¢2:|ﬁl|/£-1/, inQ, v-Voo=&-v,onl, v -V¢y=0, on 01,
11 Jr

and define ) = V¢ + V. This gives

—(Vom,q)a, — (m-v,p—a)r = (—Ad1,q1)o, + (=Ad2,q)a, — (V- Voo, — qi)r
= lallzz() + e = all g2y

Furthermore, one can show

lall 2

Ml vy < G| 7=
[l 11 (div, ) <HQIHL2(91)

C
+ 1€ - V”H1/2(F)> < 72(1 + 1€l 7 aiv,0) = C2,

where Cy > 0 depends on ; and I'. Similarly, there exists an ns in H(div, {)5) such that

—(Vms,ds)o + (ns - v — ds)r = (|Gl 20y + 10— Gsllmrzays  [Imsllm@iv.o.) < Cs,

where C3 > 0 depends on €5 and T'.
By the definition of the H~!(T") norm, there exists a Y in H'(I') such that

(Y -v,p)r =(Y,mw)r = pvllg-1@ry, Y groy =1
Taking all this together gives the result.

4.5.2 Summary

For saddle-point problems, one usually needs to only check the continuity, coercivity, and inf-sup
conditions to verify well-posedness. However, there is the third bilinear form ¢(+, -), whose continuity
constant depends on At~! (see Lemma 1). As long as At > 0, the system (31) is well-posed with
a bounded solution [10, 8]. But it is important to know how the time-step affects the solution,
especially as At — 0.

The following lemma is a modification of a result in [8, Lemma 4.14], applied to our formulation,
which sheds some light on the effect of At.

Lemma 4. Let (m,ns,Y) in Z such that b((m,ns,Y),(0,0,1)) = 0 for all p € M. Then, the
bilinear forms a and b in (25), (26) satisfy

a M S?Y M M S?Y b ) S’Y ) ) S?O
((Tll n, ) (Tll Ui )) + sup ((771 n ) (QI q )) 7 > C||(771777$7Y)||Z*7

) S7Y * s _
om0l e Ar1r2 (al g, + a3,

where C' > 0 depends on the physical parameters and the domain, with norm defined by

1 1
2 2 2 2 2
I, V) = 2= (Il + AUV milfqy) + 7= (Il + AUV - ml,)

S

BT - vlFa oy + ALY w31y + ACIVEY [F2ry.
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Lemma 4, and [8, Theorem 4.11, 4.13], yields the well-posedness of (31), but one can see more
clearly how the norm is affected. An extra factor of At multiplies ||V -m|%. @) IV - nsl3.2 (@) and

1Y - 1/||§{,1 /2(r): This is reasonable given the parabolic nature of the problem. In particular, from

(23), one can see that V- m and V - 1y depends on the discrete time derivative of u) and wus.

4.6 Estimates

In order to derive a priori estimates for the semi-discrete scheme, we must specify how we map the
temperatures uf“, uit! from Q° to QL. We propose two methods:

(Method 1) ;" (y) = u/™! (x) det([Vy i1 (x)])7V/2, Vxe ', j=Ls, (34)
and .
(Method 2) ;" (y) = u”’l( )det([Vi®; 1 (x)]) 7Y, vxe Q) j=1s, (35)

where y = ®;41(x). Method 1 allows us to obtain an a priori bound (Section 4.6.1). But Method
2 is more physically relevant because it yields a conservation law for the time semi-discrete system
(Section 4.6.2).

4.6.1 A Priori Bound

We shall follow a similar derivation as in Sectlon 3.4.1. Again, take up = 0. In (23) and (24), choose
n = 01”1, ns = ot Y = Vit g = —ut g = !t p = =\t and add the equations

together to get
1. . L .
I?u ot eyt ==l g + 1B 2OV
1 s

—I—é\ [(Vpi(AtVH_l), VinH—l)Fi + (VFiXi, Vpivi+1)pi]

i+1 i+1

o (W (- )y
= (™, A g+ (i £

s

1 .
+At (uf-‘rl (uf-‘rl UZ)) ul

Next, focus on the discrete time derivative terms. Using 2a(a — b) = a? — b* + (a — b)?, we obtain

(uitt, (uitt — W))Q;‘ — % (/i(uf+1)2 _ /i(mzf + /l(ufﬂ _mz')2> , (37)

Assuming we use (34) as the transformation rule for uj, a change of variables gives

@ = [ @imtay = [ (02 det(Vadioo) ™ - den((Tudixdx = [ )

i1
o)

If N is the last time index to solve for, then (37) and (38) imply

le+1 W ) 1N1 i+1 Ly o2

>0 2> (1B ey = i s, ) = e I, = 318 W2y

where u! is the initial temperature on the initial domain Q . A similar result holds for {u’}.
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Next, we note a result from [3] which says that

eri-i-l . VF(Xi+1 . XZ) > lxl-i-l(rl)’ o ‘PZ‘ — ‘Pi-l-l’ . ’FZ’,
T

where T := X+1(T'"). Hence,

(Vi (AtVIFD), VR VI L 4+ (Ve X Ve VI f = At Y (VR X, Vi (X — X))

|Fi+1| _ |Fz| (39)
>
- At
Plugging (39) into (36) gives
1 it Lo ivng2 Bo1/2(, vt 2 ST =T
gy + 2= g+ 120V g+ B »
1 ) 1 . ) . ) )
At(“f“ (™ =) +Kt(u§+1,(u§+l T ))ay < (ui™ T g + (udt £ g

Using Lemma 3 and (31) (with the test function Y = 0), we get that (with up = 0)
HUfHHQf < (HUfHHm(Qf) + |102+1|’L2(Qg)> :

where C7 only depends on the physical parameters and the domain. Ergo, by using weighted
Young’s inequalities on the right-hand-side of (40), and summing over i, we obtain the following
result.

Theorem 1. Suppose (31) is solved on QU at time index i and assume V1 is in WH(I'") and
that ®;1 is a bijective map in WL (Q) with bounded inverse. Moreover, assume (34) is used to
update uf, ul. Suppose this holds for i =0,...,N — 1. Then,

N-1
Atz <”0'1+1”L2(Qz +HUZ+1HL2 Qi) "‘”5 1/2( Z)VZH'VZ”%%F@'))
i=0
V] vy + T P2 ) < (41)

N-1
1
€ | 12y + N2y + 101+ A6 S~ (1 gy + 1 1) ]
=0

where T'= AtN and C > 0 only depends on the physical parameters and domain geometry.

4.6.2 Conservation Law

Analogous to Section 3.4.2, choose g = 1, gs = 1 in (23), and p =1 in (24) to get
_/ f-i—l vq _|_/ f-i—l i uli _ fH_l,
8DQ g 1
_ / ot i — < uitl - u—z) fz—l—l
.8 )
G| vitl. i — / oitt .y / Ly
T i T
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If (35) is used, then [o, ' = [qi-1uf and [, Us' = [qi-1 ul. Thus, adding the above equations
1 1 s s
together gives a thermal power balance for each ¢ =0, ..., N — 1:

/.fli—i-l_’_/.fsi-i-l_/ ot g =
i Qi Ee w2
R / it _/ w |+ 1 / it _/ w5 [ vitr. i
At \ Jo; ! Q! At \ Joi ° ot I

Summing (42) over the time steps yields the following theorem.

%

Theorem 2. Assume the hypothesis of Theorem 1, except assume (35) is used to update uf, u.

Suppose this holds for i =0,...,N — 1. Then,

N-1
Aty /_ff+1+/_f;'+1—/ ot g +/1u?+/1u2:
— \Jo Qi A o Qs
N-1
N N a i+1 i
U +/ ug — AtS / vyt

5 Fully Discrete Formulation

5.1 Discretization
5.1.1 Non-degenerate Interface

The following assumption is the space discrete version of Assumption 1 in Section 4.4.1. It is
necessary to ensure the equivalence of the norms in the space discrete version of Proposition 1
when || - [ 7-1/2 is replaced by a discrete norm || - |[ . —1/2.

h

Assumption 2. Assume that T'y, is a polyhedral manifold (i.e. surface triangulation). For any
vertex v, let Star(v) be the set of triangle faces in T}, that contain v as a vertex. For any non-zero
constant vector a € R3, assume there exists a vertex v in I'y, such that [Star(v)| > co > 0 and

a-yp(x) >0, VxeStar(v), or a-vu(x)<0, Vxe Star(v).

5.1.2 Formulation

We begin by approximating the domains €}, )y by three dimensional triangulations {} p, €)s 5 such
that I'y, = m N € is an embedded polyhedral surface contained in the faces of the mesh. A
standard Galerkin approximation of equations (23), (24) takes the form: find oy, in Vi ;(0) C V,(0),
o5y in Vs, CVg, Vi in Yy, CY, upp in Qp CQp, ugp in Qg € Qs, Ay in My, € M such that

1
?(Ul,hu T’)Q]yh - (ul,ha V- T,)Ql,h - <77 * Vp, )‘h>F;L - _<77 - VQ, uD>8]:)Qa for all n € Vl,h(0)7
1
1 1 —
—(V-ounQay, — E(uLha Qe + E(ULMQ)QM = —(f,9)a,, forall geQp,
1

?(Gsﬁ,’l’])gsﬁ — (us,n, V-ma,, + (m-vp, An)r, =0, forallnge Vg,

S

1 1 _
—(Veosm@a,, — 5 (Uush oy + 5 Wsn Oa,, = —(fs; ey,  for all ¢ € Qsp,
At At )
44
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(B_l(llh)vh vy, Y - Vh)Fh + Até\(VFVh, VFY)Fh
+S(Y - vp, M), = —C(VrX, VrY)r,, forall Y € Yy, (45)
S(Vi - v, )1y, — (014 - Vo )Ty, + (T Vhy )1y, = 0, for all p € My,

where we again used an “overline” to denote data or variables from the previous time-step. This
leads to a fully discrete version of (31).

Variational Formulation 2. Find (01,055, Vi) in Zy, and (uyp, usp, Ap) in Ty such that
ah((nb Ns, Y)7 (Ul,hy Os by Vh)) + bh(("?l, Ns, Y)7 (uLh’ Us, h s )‘h)) = Xh(nlv Ns, Y)7
+on (010, T,y Vi), (a1, Gs, 1) — en((q1, Gss 1), (U, Us iy An)) = Ynlaq, gs, 1),
for all (m,ns,Y) in Zy, and (q1, gs, p) in Tp.

The discrete version of the forms in Section 4.3.1 are defined in the obvious way. The discrete
product spaces are defined similar to (29), (30): Z = V) ,(0) x Vg x Yp,, Ty, = Qpp x Qg p, X M.

(46)

5.1.3 Discrete Norms

The discrete multiplier norm is slightly different. We first introduce a discrete version of the
H'Y2(T,) norm. For any p € HY?(I'},), define

L <,rl thu>1—‘h
oy, = sup Tt

, forj=1s. (47)
neV,p ||77HH div,©2;.1,)

Clearly, ”M”H}/,f(l“h) < lellgizr,) and (- vh, pr, < ”nHH(div,ﬂj,h)HNHH;Q(F,L) (discrete Schwarz

inequality). We shall also use a discrete version of the H~!(I';) norm to control the mean value of
p € My,. For all v in H~(T},), define

Y
”VHH 1, = SUD (v.Y)r,

T T (48)
vev, Yz,

which also satisfies HV|’H;1(Fh) <|vllg-1r,)and (v, Y)r, < HV”H;1 () ”YHHI(F}) (discrete Schwarz

inequality). Then the discrete version of H(ql,qs,u)H%<> is || (q1, qs,,u)H%o Hq1HL2 Q +HqSHL2 Q. ha
lh (

where
||,u|| 1/2(1“ )’

gy =5 (e + Ui, ) (49)

and the discrete version of (33) is
s gos 1IE, = 11220, ) + 112200 )

50
el (50)

+ =l F Slnlfr -

n (Tn) . (Tn)

A discrete version of Proposition 2 also holds, i.e. [|(q1, gs, )lrs = [[(q1, s, 1) |, -
The discrete version of the primal norm (32) is also slightly different. It requires a discrete
version of the H~1/2 (T'y,) norm to control the mean value of Y - v, for Y € Y. For any Y vy, €
H~'/2(I'},), define
Y .
sup (Y - vp, o)1),

HY VhH 1/2 T'y) H ” )
un €My, [[Hh 11}11/2 (T'h)

(51)

Clearly, (Y - v, pun)r, < [[Y - vl 2, Il el HY2(0) (discrete Schwarz inequality). Then the
discrete version of ||(m,ms, Y)||Z is obtamed by replacing [[Y - v|[g-1/2(py with [[Y -]l SV,
A discrete version of Proposition 1 also holds.
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5.2 Space Assumptions

To prove well-posedness, we must prove the discrete version of the conditions of Lemmas 1, 2, and
3. To facilitate this, we make the following general assumptions on the choice of finite dimensional
subspaces (see Section 6 for the specific spaces used).

Let Vlh ={meViy:m- -v,=0o0n0,,} and th ={geQp: fQ gdx = 0}, and assume

that V- Vi, = Qup, V- Vl,h = Ql,h, and Vjj, contains continuous piecewise linear functions on I'j,.
Analogous definitions are made for Vg, and Qs j. Moreover, assume (V) 5, Qyp) and (Vs p, Qs p)
satisfy

_(v -, QI)QM _(V *Tsy qS)QS’h

sup > cllallrz@ sup
mevin 1Ml @iv.enn)) Onh e, 75| 22 div. )

> cllasllzz, ), (52)

for all S Qi,n, gs € QS n, with ¢ independent of A and that an analogous condition is satisfied for
(Vl h,Q1 n) and (Vg h,Qs n). This implies that we can solve the discrete mixed form of Laplace’s
equation. As for Yj and My, assume they are spaces of continuous functions.

5.3 Well-posedness

We follow a similar outline as Section 4.5.

5.3.1 Main Conditions

Lemma 5 (Continuity of Forms).

lan((m;ms, Y), (01,05, V)| < Co, [[(m, 05, Y) 2, || (01,05, V) |z, , V(m,m5,Y), (01,05, V) € Zp,
b (MM, Y), (a1, a5, 1)) < Co, [(m, s, Y) 12, 1(@1s G55 )1 V(m,ms, YY) € Zi, (@165, 1) € T,
len (@, Gs, 1), (w, us, A)| < At ([l 2y lll L2y + gl 2o sl 2, )
V (a1, Gss 1), (w1, us, A) € Ty,
Ixn(m, s, Y)| < Cy, | (m,ms, Yz, Y(m,ms,Y) € Zy,
[ (an, gs, 1) < Cy, (a1 gs, 1) |1y Y(a@1 gs, 1) € T,

where Cy, ,Cy, ,Cy, ,Cy, > 0 are constants that depend on physical parameters and domain geom-
etry. In addition, Cy, depends on up, At~ 12 and Cy, depends on i fs, W, Ts and At~

Proof. The proof is analogous to the proof of Lemma 1. Minor modifications are: one must use the
discrete Schwarz inequalities associated with the discrete Hllf/f, H 51 22, and H, 1/2 norms, and use
the discrete versions of Propositions 1 and 2. O

Lemma 6 (Coercivity). Let (m,ns,Y) € Zp with bp((m,ns, Y), (q1,gs, 1)) = 0 for all (q,gs, pt) €
Ty. Then,

lan((m, s, Y), (m,ms, Y))| > Cl| (1, ms, Y)H%hv
where C' > 0 is a constant that depends on S and the domain. This is true even z'fB — 00.

Proof. Follows the same argument as in Lemma 2, except the discrete H~'/2 norm is used. O

Lemma 7 (Inf-Sup). For all (q1,qs, 1) € T}, the following “inf-sup” condition holds

b (M ms, Y), (@1 Gss 1)) > C|l(q1,gs, )|
Ma = e

sup
(m,ms,Y)EZy, H(nlv U Y
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where C > 0 depends on the domain and S. If (s ms, Y)l|zp is replaced by [|(m, s, Y)l|z, in the

denominator, then the inf-sup still holds, except C' also depends on f(\l, I/(\S, C , and B_. Furthermore,
C does not depend on the time step At, as long as At < 1.

Proof. Starting as we did in the proof of Lemma 3, we have

bh((nlvnS7Y)7 (qbqswu)) = _(V <M, (jl)Ql’h - (V : Us,q~s) <,rll Up, U Q> <TIS Vp, 4 (js>Fh
+§(Y'thu)rh

Next, let us focus on —(V - 05, ¢)a, ,, + (Ms -V, it — Gs)r,, only. By (52), there exists a unique (w,w)
n (@s,mQS,h) such that

(53)

=0, Vv € i”sﬁ,
( S)T‘)sthy Vr e Qs,ha

and [|W|| gaiv,0, ) < Collgsllr2(a, ,)- By (47), there exists £ € V5 such that
<£ “Vhs b — (jS>Fh = H:u - qASHZSl/hQ(Fh)v HéHH(diV,QSV;L) = ||:u - qASHHSl,/hZ(Fh)'

Similar to (53), there exists a z in \ofsﬁ such that

1
V.z=V-£— (/ €. yh> con Qspy 2l m@iv,a, ) < Crlléllaaiv.o, - (54)
|QS7h| Fh
Now let d = z + £€. Then,
1
Vod= 15— </ 5'”h>7 onQp, d-vp=E§ vp, only,
|QS7h| Fh

where ||d|| g aiv,0,,) < (1+ COI€l agiv.0. ) = 1+ C1)llu — gl YT,

Next, define y := w+d € V, j, and note ||yHH(diV7Q C’quSHLz Q) (1+C’1)Hu—(js||H1/hz(Fh).

sh —

Thus, setting s := y/||y| #(div.0. ) ives

1

~ 2 N
11311 (div. 2. ) (HqSHLZ(QS,h) +{d v, - QS>Fh)

_(V * s, QNS)QS,;L + (775 *Vp, b — ds>F;L -
> G (Wl + =l )
with [|ns]| z(aiv,0. ,) = 1. Similarly, there exists 7 € V) ;(0) such that

—(Vom, @)y, — (m-vh,p—G)r, > Cs <||q~l||L2(Ql’h) + |l — (il\lHl{}/Lz(ph)> ’

By the definition of the discrete H~!(T;) norm (48), there exists a Y in Y}, such that

(Y v, ), = (Y, pon)ry, = vl -1,y 1Y v, = 1

Combining the above results gives the assertion.
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5.3.2 Summary

A discussion analogous to the one in Section 4.5.2 applies to the fully discrete problem also. Hence,
the discrete problem is well-posed, but one must modify the norm || - ||%h to include an extra factor

of At multiplying ||V - 771”%2(91 n) IV 775”L2(Q ,and Y - Vh”iruz(rh)-
h

5.4 Discrete Estimates

All the results in Section 4.6 follow through for the fully discrete scheme. But the update rules (34),
(35) are affected by the finite element spaces used. So some additional assumptions are needed for
the fully discrete scheme.

e The extension of V to all of £}, is obtained by solving a discrete Laplace equation using a
finite element space Ly, on €2; whose restriction to I';, contains Yy,.

e Because of the update rules (21), (22), the shape of the tetrahedral elements 7" in Q;, must be
representable by functions in Ly, i.e. the parametrization of T" must be expressed as a linear
combination of basis functions in the local finite element space of Yy,.

e The spaces Qy, Qs should be discontinuous across elements to allow for the update rules
to be computed locally.

The most straightforward implementation is to use affine tetrahedral elements. This implies
that Y, and Lj are continuous piecewise linear spaces over I';, and Q, (see Section 6). In this
case, ®;,1 is continuous piecewise linear, so the Jacobian is constant over each element. Thus, the
update rules (34), (35) can be implemented element-by-element. In fact, one can simply compute
the ratio of individual element volumes from Q¢ to Q"1 to determine det([Vx®;11(x)])~! locally.

Unfortunately, if the mesh elements are not affine, then it is not completely obvious how
to update u”’1 uit! to the new domain Q*! and still obtain the a priori bound (41), or the
conservation law (43). An alternative ALE scheme may be necessary [26, 27].

6 FError Estimates

In this section, we estimate the error over one time step, assuming that the “true” domain 2 = €,
is a polyhedral domain and that the solution from the previous time step is exact: Uy, = w,
U, = Us. So we do not account for any variational crime due to approximation of the domain, and
we do not consider the accumulated error over all time steps.

Remark 3. Accounting for the accumulated error over all time steps can be done. However, the
main issue is the fact that the domain changes with time. An important issue to overcome is
whether the interface velocity V is regular enough to make sense of updating the domain. This is
connected to the regqularity of the interface I', which is crucial for understanding the well-posedness
of the fully time-continuous problem. Many of the constants in some of the estimates depend on the
geometry of I'. Therefore, proving a priori bounds on the domain geometry would be very useful, but
challenging [13]. Moreover, there is also the issue of topological changes, where long time existence
of a solution is not possible for general interface evolutions. Therefore, a full time-dependent error
analysis is not warranted until these other issues are addressed.

But we do feel that an analysis of the error over one time step, with reasonable reqularity
assumptions, is useful for showing how well the method works. Besides, a formal time-dependent
error analysis is a fairly minor modification of what we present below.

As for the variational crime, it is standard now [9, 87]. So we give no details on that here.
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Let 7Tj, denote a quasi-uniform, shape regular triangulation of {2 consisting of tetrahedra T of
maximum size h = hr [9]. The error estimates derived here are for the following choices of finite
element spaces. Let Vi, = BDM; C H(div,), Vs, = BDM; C H(div,{y}), i.e. the lowest
order Brezzi-Douglas-Marini space of piecewise linear vector functions, and @y, Qs be the set of
piecewise constants. It is well-known that these spaces satisfy the hypothesis (52).

Next, assume that I' is represented by a conforming set of faces Fj, in the triangulation 7, i.e.
Fp, is the surface triangulation obtained by restricting 73, to I'. Then choose M, to be the space of
continuous piecewise linear functions over F;, and each of the three components of the space Y}, to
be continuous piecewise linear functions over Fj,.

6.1 Preliminaries
6.1.1 Domain Regularity

The “smoothness” of I' affects the error analysis because the normal vector v appears in the weak
formulation. We use the following definition in Theorem 3 and Lemmas 11 and 12.

Definition 1 (v regularity). Let I' C R? be a polyhedral manifold with oriented unit normal vector
v. We say I is vy reqular if there exists a unit vector field v, : I' — R3, and corresponding function
~v: T —[0,2], with the following properties.

ev-v,=1—vyonl.
o ||y llwieery < Cy < 00, for some positive constant C., depending on I' and ~.

Furthermore, let vy := supyer . We call vy the regularity coefficient and C., the Wheo(T) stability
constant.

The smaller both g and C., are, the more regular I' is. One way to construct v, is by defining
it to be a continuous piecewise linear function over I' (linear on each face). Then set the value at
each node v, with vertex coordinates x, to be

v
vy(x) = Z |?F, where vp is the unit normal on F.

FeStar(x)
If each star of faces is sufficiently flat, then vy < % Another example is if I' is the piecewise linear
interpolant of a C? manifold I'. Then, assuming I' has sufficiently small faces, one can map Vp
from I' to I" and set v, := v with 79 < % In this case, C,, depends only on the curvature (and

measure) of I. Note that, for polyhedral surfaces, it is not possible to construct v, such that
|4 [[w0e(ry < 00 and 49 = 0. The following result gives additional properties of v.,.

Lemma 8. Let v, be given by Definition 1. Then,
v —v,| = /27, almost everywhere on I. (55)

If T is a polyhedral surface that interpolates a C? surface f, and_there exists a smooth bijective
map ® : I' = T', then v, := v o ®, where U is the unit normal of I'. In this case, on each face F
(triangle) of I, we have

v < C (diam(F)Ky)?, everywhere on T, (56)

where C' > 0 is an independent constant, Ky = maxxer k o ®(x), and kK is the curvature of r.
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Proof. The first result follows easily by
wv—-v)P=vv-2w-v,tv, v, =201-v v) =2y

For the second result, we have y =1 —-v - v, =1 —cosp < %902, where ¢ is the angle between v

and v,. Because each facet is a linear approximation of the smooth surface f, a Taylor expansion
argument shows that ¢ < Cydiam(F') maxyxer ko ®(x); see [62] and [21, Lemma 6.1] for an example
of this. 0

Remark 4. By using Definition 1, we can avoid making too strong of an assumption on the
polyhedral interface I'. For instance, if I' interpolates a piecewise smooth manifold with a finite
number of corners and edges, then it is still possible to construct v, with vy < % as long as h s
sufficiently small.

6.1.2 Projection Operators

We introduce standard projection operators for the spaces V)3, Vg5, and Qyp,, Qs that are useful
for the error analysis. Let o1 (0,1) be the canonical projection of oy (o) into BDMy, w  (us 1)
the L? projection of u; (us) into Qip (Qsp), Ar the L? projection of X\ into My, and Vy the L?
projection of V into Y. Note that oy, os and w7, ug ; satisfy

/[Uj_o'j,l]'vzdSZO, z € Pu(F), /[Uj—uj,l]dxzo, j=1ls, (57)
F T
for each face F of F, and tetrahedron 7T of T,. For o in H'(£);), we have the usual estimate
loj — o)1l < Chllojlm@,, J=1Ls (58)
The above projections and interpolants satisfy the following results.
Proposition 3. For j =1,s, we have that

(Q7 V- (Uj - Uj,[))ﬂj =0,Vq € Qj,h7 (uj —uj 1, V - Tlh)ﬂj =0,Vn, € Vj,hy
((0; — o)1) v, ur = 0,V € M.

Proposition 4. Let (01,05, V) in Vi(0) x Vg X Y and (uy, us, \) in Q) x Qs x M be the solution of
(31), and (o1 4,051, Vi) in Zp and (uyp, usp, Ap) in Ty, be the solution of (46). Then, we have

~V - (ojp—0oj1) = At (ujp —ujg), forj=1s.
Proof. Note the projection properties (57). From (23), (44), and Proposition 3, one can show
(¢, =V -(ojn— O'jJ))Qj = At_l(q,uj,h — UjJ)QJ-,VQ € Qjp, for j =1s.
Since =V - (o, — 0j,1) and u;jj — uj 1 are in Q; p,, we get the assertion. O

6.1.3 Properties Of The Piola Transform

Each tetrahedron T in € is obtained by applying a linear bijective map Fp : T* — T to the reference
simplex 7%, i.e. T'= Fp(T*). The Jacobian matrix of the transformation is denoted by V Fr. Scalar
valued functions are mapped between T and T" by composition with Frp, i.e. ¢ = ¢* o F=' where
q is defined on T and ¢* is defined on T™.
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Vector valued functions are mapped via the Piola transformation:

1
7 <det(VFT)[V rle > oo

where o is defined on T" and o* is defined on T*. In particular, the local BDM; basis functions on
T are obtained from applying the Piola transformation to the BDM; basis functions on 7%. The
Piola transform satisfies the following properties [10]:

/ qV-odx = / ¢V - o* dx*, / qgo -vdS(x) = / ¢*o* - v*dS(x"), (59)
T * F *
where F' (F™*) is a face of 9T (0T™).

6.1.4 Non-standard Estimate

To the best of our knowledge, regularity estimates are not available for the formulation (31). Thus,
we make a reduced regularity assumption in the error analysis. The following results are useful in
this regard.

Proposition 5. For all sufficiently reqular functions, and r > 0, we have

0" | gr (1) < Chyp o o 1 (1) |q" | ey < Chy' 2 9| e (7)) (60)
where d is the dimension of T and hr is the diameter of T'.
Proof. Follows by standard scaling arguments [9, 10]. O

Lemma 9. Fiz r such that 0 < r < % Suppose o € H’"H/Q(Qj) and o 1 is the BDMy interpolant
of o; for j =1,s. Then,
ol < € (Io5lla@y) + B 205 arzy) ) - G =1Ls (61)

Proof. We show this for o7 only. Given any tetrahedron 7" in 2}, we can write o7 7 in terms of a local
basis {v;}12, on T such that oy ;(x) = leil a;v;(x). By the definition of the BDM; interpolant,
the basis can be chosen such that

1 /
QG = 7 (Ul'y)¢i7
|| S,

where F; is one of the (four) faces of 7" and ¢; is one of the (three) standard “hat” basis functions
on the face Fj.
Next, note the following standard trace inequality [1, 56]:

ot - vl ar ) = ot ey < N0t llarore) < Cllotllgrazge-

Thus, by (59) and (60), we have

/F(Ul"/)<l5z' = /F*(UT'V*)@ <ot v | ) 167 |z (1)~

< Co (ot 2y + o | g2

= Clhflf/z (HUIHLQ(T) + h?rH/Z’Ul\HT-H/z(T)) )
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where ||¢7 |z Fr))+ is bounded by an independent constant because ¢; is a fixed polynomial on
Fr.

Next, for any 7" C € we have ”0'1,1H%2(T) < Go|T|Y ;a7 So, by shape regularity of the
triangulation and the above results, we get

o2 <022m§:<yp, 1/( v) > <03 > nh(h3) 22(/ )2

TCc TC)

<y Z h}l <C’1h¢1p/2 <||01||L2(T) + h;j-l 2|01|Hr+1/2(T)>>2

TC
< 05 Z (||0’1||%2(T) + h%«T+1|0'1|§{T.+1/2(T)) = 05(”0'1”%2(91) + h27“+1|0.1|§_1r+1/2(91)),
TC
which is the assertion. O

The following lemma is analogous to a result in [21, Lemma 6.3]. However, the result in [21]
only holds for two dimensional domains, where as Lemma 10 is true for three dimensional domains.

Lemma 10. Assume the hypothesis of Lemma 9 and let s satisfy r + % < s<1. Then,

s—(r+1/2)

:—1—(7”—1—1/2)’ for j =1s. (62)

loj = ojillz2,) < Chllojllus@,),
Proof. From (61), note that
loj = ojillz2;) < Cllojllgrizg,)-

Next, we interpolate between H"t1/2 and H! so that we can “tune” our regularity assumption on
oj. From [56, Ch. 34], we have

WoR(S) = (WP(Q), W P(Q)), s = (1— 0)m + 0,
In our case, p = 2, mj = r + 1/2, my = 1, which implies H*(Q;) = (H"Y/2(Q;), H(Q;))p.2, with

0= % Then, we can combine (61) and (58) to get the error estimate (62) (see [56, Lemma
22.3]). Note: if s =1, then § =1, and if s =r + 1/2, then § = 0. O

6.2 Primal Error Estimate
6.2.1 Main Estimate
We start with an initial estimate.

Theorem 3. Assume I is v regular with vy < \/— Let (1,05, V) in V1(0) x Vg X Y and (uy, us, \)
in Q x Qs x M be the solution of (31), and (o1h,0sh, Vi) in Zy and (uyp, us p, Ap) in Ty, be the
solution of (46). Then,

lon — Ul,l”%(div,ﬂl) + llosn — USJH%{(diV,QS) + BTV (Vi = Vi) - V”2L2(F)
+ A Ve(Vi = V)l ey + A2 up — urlj2(q)
< C{”UI = ov1llizy + los — o5 1ll2(q,) + 1B~ 2(w)(V = V) - v|iam (63)
+ ATV = Vi)l + (14 55 ) 10V = Vi) vl
(1 @22 ) 1A= MlZaqey + 1A = Al |
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where the constant C' > 0 only depends on the physical constants and the domain geometry. If B 18
unbounded, then w =1 and C is independent of B; otherwise, @ = 0.

Proof. For simplicity, we write c((q1, gs, it), (u1, us, \)) = At~!(q, u)q, where ulo, = u; and qlo; = g;
for j = 1,s. Then, by combining the continuous and discrete equations, we obtain the error equations
a((mms, Y), (01h —011,05h — 051, Vi = V1)) +b((m,ms, Y), (up — wr,us p — s 1, Ap — A1) =
a((m;ns,Y), (o1 — 011,05 — 051,V — V) +b((m,ns, Y), (w1 — up 1, us — us 1, A — Ar)),

b((o1h — 011, 0sh — 0.1, Vi — V1), (@1, G5, 1)) — At~ (g, up — ur)o =
b((or = o1,1,05 — 051,V = Vi), (a1, 45, 1)) — At (g, u — up)a,
for all (m,ns,Y) in Zj, and all (qi,gs, ) in Tp. Next, set the test functions: n = o) — o1,
Ns=0sh—0s1, Y =V, =V, q = At uy, —wy), gs = At (ugp — usr), and pp = Ay — A
Combining the error equations then yields
a((mms, Y), (o1 — 011,055 — 0,1, Vi, — V1)) + At~ Hg,up — up)g = At~ g, u — up)o
+a((m;ns,Y), (01— 011,05 — 051,V — V) +b((m,ms, Y), (ug — upr,us — us 1, A — A1)
—b((o1 —o11,05s — 051,V = Vi), (a1, 95 1))
which, after using Young’s inequality and moving terms to the left-hand-side, becomes
1r—~

-1 o~
> [Kl o — o112, + Ks

’
2

|0s,h - O-S,IH%Q(QS) + Hﬁ_l/z(’/)(vh - Vi) VH%Q(F)
+ AC|Vr(Vy, — VI)H%Z(F):| + At lup, — ur|| 2y <
1p—~-1 —~-1 ~_
5 {Kl oy — ULIH%Q(QI) + Ky o — US,IH%Z(QS) BTV = V) - VH%Z(F)
+ ACVE(V = Vi) [Fay | + A (g, u = ur)e
—(V(op—oir),w —wu o — (V- (0sh — 0s1),us — us 1),
- ((Ul,h - 0'1,[) v A=A+ ((Us,h —0og1) V,A\—A)r + §((Vh —Vi)-v, A= A)r
+ ANV - (01— o11), mp — upp)o, + ATV - (05 — 0.1), s h — Us )0,
+{(o1—ay1) v, A — At — (05 — 0w1) - v, A — Anr — S (V= Vi) v, A, — ADr.
Using (57) and Proposition 3, we can eliminate several terms to get

1r—>=-1 —~-1 ~_
5 [Kl lown = ovilliz) + Ks  llosn = osillizoy + 1872@) (Vi = Vi) - vz

2
+ Até\”VF(Vh - VI)H%Z(F)] + A75_2”uh - UIH%Z(Q) <
lr—~-1 —~—1 ~
3 [Kl low = ovillZ2i0 + Ks o = os1ll72i0,) + 1872 @)(V = Vi) - vlizr (64)

+ AC|[Vr(V — VI)||i2(r)] —((on —ou) v, A= Anr + ((osh — os1) -V, A= A

+§((Vh —V[) -V,/\—/\[)F—g((V—V[) 'I/,/\h—/\j)p.
:;Tl :ZT2

Next, by a standard trace estimate and Proposition 4, we have
—((o1h—0o11) v, A=A+ ((Osh — 0s1) -V, X = Af)r
1/2
< V2 (llown = o1alldy 1oy + lown = oot vagy) 1A= Al

< C(lown = ovrllzz) + losn — s ill2 @) + At lun — urll29)) 1A = Arll gz gy,
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which is then further bounded by weighted Young’s inequalities and moving terms to the left-hand-
side of (64). For Ti, if 8 is uniformly bounded with S; := max, 5(r), we can use the simple
estimate

~

1, ~ ~ A
S((Vh _ VI) . V,)\ — )\I)F < Z”B 1/2(V)(Vh — V[) . V”2L2(F) + B+S2”)‘ - )‘IH%Z(F)a

because the first term on the right can be absorbed into the left-hand-side of (64). If 34_ = o0,
then we must use Lemma 11. In this case, we get

~

1 -
S((Vi = V1) v, A= Ar < QAL Ve (Vi — V)7 + C%H)\ = AllZay +oo

where again the first term can be absorbed into the left-hand-side of (64), but the second term has
the constant 1%; the remaining terms can be dealt with similarly by weighted Young’s inequalities.
To bound 75, we use Lemma 12 and more weighted Young’s inequalities to obtain

—~ At
S(V=V) v,y =A)r <C <ﬁ|l(V = V1) v ey + ALVE(VE - V)||%2(r)>

1 ~
+ gA7§C||V1“(Vh - VI)”%Q(F) T

The rest then follows by moving terms to the left-hand-side. Note: by Proposition 4, we can replace
|ojn — 0j1llL2(a,) on the left-hand-side of (64) by the full H(div,{2;) norm. O

Corollary 1. Assume the hypothesis of Theorem 3. Fix r such that 0 < r < %,

o1 € H5(), o5 € H*(Q) for some r+ 1 < s <1 and define 0 = % Moreover, assume

V € HYT) and wy € HO (), us € H(Qs), and X € HY/>*9(T). Then,

and assume

loy — o1all 2y + llos — onllz,) + 1B72@)(V = Vi) - vl 2y
+A 2| VE(V = Vi)l 2y < Che{”o'l”Hs(Ql) + ol zs @) + {h + Atl/ﬂ [Vl 1o ry

B\ 172
14w <’YOE> ] ”)‘”H1/2+9(1")}7

where the constant C' > 0 only depends on the physical constants and the domain geometry. If B 18
unbounded (i.e. ﬂ:l/z

(65)
+

=0), then w =1 and C is independent of B; otherwise, o = 0.

Proof. Use Proposition 4, Lemma 10, the triangle inequality, and standard interpolation estimates
[9]. O

Corollary 2. Assume the hypothesis of Corollary 1. Then,
lu —unll2@) < ChGHUHHﬂ(Q) + At - (right-hand-side of (65)), (66)

where the constant C' > 0 only depends on the physical constants and the domain geometry. If B i
unbounded (i.e. 5:1/2 =0), then w =1 and C is independent of B; otherwise, w = 0.

Proof. Similar as before, except most terms on the left-hand-side of (63) are dropped. O
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Remark 5. The above error estimates suggest that the method converges (for a single time step),
without requiring the true interface to be smooth, i.e. the true interface may contain corners or
edges (sAee also Remark 4). This is important if we include anisotropic surface tension.

If B is unbounded, then there is a restriction on the time step (for accuracy purposes only)
that appears in (65): At > yoh. By (56), if I' interpolates a smooth surface I', then At > Ch3,
where C' is proportional to the maximum curvature of F a rather mild restriction. If 5 s uniformly
bounded, then there is no time step restriction.

6.2.2 Supporting Estimates
Lemma 11. Assume the hypothesis of Theorem 3. Then,

(Vo =Vi)-v, A= A)r < CVlA = Ml [IIVe (Ve = VDl 2y + [V = Vi) vl 2m)
+ llovn = vl 2@y + Ion = oz + At un = urll 2@ -
Proof. Using the L? projection property of A7, we have
(Vi =V v, A= A)r=((Va=Vi) v —pA=A)r < A=Al [(Ve = Vi) - v = pllz2r),
for all 4 € M. Next, choose

p(x) =Y (Vi = Vi)(xi) - vy (x:)i(x),
i
where v, is taken from Definition 1, {x;} are the vertices of I', and {¢;} are the piecewise linear

basis functions of Mj,. Hence, on a particular face F' of I', we have by (55)

3

3
(Vi = Vi) v —p=Y (vr—vy(x:)- (Vi = VD)(xi)$i < /29 ) [Vi = Vil(xi) i,

i=1 i=1

which implies that ||(V, — Vi) - v — pllp2ry < Cov/ 0l Vi — Villz2r)-
Next, we bound ||V}, — Vl[z2(r) by something more convenient because a similar term does

not appear on the left-hand-side of (63) when ﬁ — 00. By the discrete version of Proposition 1,
Vi~ Villgy < G (I90(V = VOl + 10V = VD) -9 s )

so we must bound |[((Vy — V) -v, u)r|. Taking the difference of (24) and (45) gives for all u € My,

SV, =V v, =SV, = V) v, wr + S(V=V) v, wr
((o1h — 1) v, )t — (O — 05) v, ) + S((V = Vi) v, p)r
= (o1 — o1r) -V )1 — ((Oah — 0s1) - vy hr + S((V = V) v, wr,

— =

where we used (57). Focusing on ((os, — 0s.1) - v, p)r and using discrete Schwarz yields

((osh —0s1) V. )1 < (050 — 05,1 || H(div,00) HMHH;f(F)

< (losh = s 1llr2@y) + At Husp — us 1l r20.)) HMHHl/h2(F),

where we used Proposition 4. A similar result holds for ((o, — o11) - v, w)r.
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For ((V = Vi) v, u)r, we need to use the fact that ||ul|z2r) < Collull, 12y for a constant

Cy > 0 independent of h. This follows by [25, 40], where they show the ex1stence of stable liftings
of the normal trace for discrete H(div) spaces such as Raviart-Thomas and Brezzi-Douglas-Marini;
proofs are given in two dimensions, but the results also hold in three dimensions. So, combining
this with (47) and (49) gives the bound. Therefore,

(V=Vi)v,wr < (V= Vi) - vimllulezm < CAV = Vi) vl el g, Vi€ M.
Bringing everything together, we have

B (Vi =V1)-v,un)r,
@~ Sub
fon €My, Hﬂh”H}LN(ph)

1(Vh = Vi) vl e

< C’3<H01,h —ovilli2q) + losn — osilZz .
-2 2 2 1/2
A un = wi[Fagq) + IV = Vi) vl
which eventually gives the assertion. O
Lemma 12. Assume the hypothesis of Theorem 3. Then,
§((V — V[) -V, )\h — )\1)1“
< CIV = V1) - Vliga [ IB2@) (Vi = Vi) - wlla) + 1B @)(Vi = V) vl
+ACH {|IVe (Vi = VD) llzry + 1Ve(Vi = V) g2y} + SIAr = All 2y

Proof. We start with ((V Vi) v, = ADr < (V= Vi) vl l[An — Arll 2y, and seek a
bound for [[Ar, — Arl|z2(r). From the error equations, we get
Vi, —=Vi),VrY)r

V), VrY)r (67)
(Y UV, A\ — )\h)p, for all Y € Yy,

(B W) (Vi = V1) -1, Y -v)p + AtC(V
+(B (W) (VI = V) - v, Y -v)p + AtC(V

r(
r(Vr
+S(Y v, A\ = ANr=5
Next, set pp, := A — Ap, and use v, from Definition 1 to choose Y:

)= Z pn (%) (%) ¢5(x),  where ¢; are piecewise linear basis functions of Yj,.

Then, since v (x;) - v =1 — 7, over a single face F' of I' we have

3
LY v = [ 3D o (0  vu0 = ey~ | uhzuh (i) (1) ()

i=1
> Nl Z2 ey = linllzzcey 1 n (a2 ey

where Ij, : CY — Y}, is the nodal interpolant on F. For piecewise linear basis functions, we have

3 3
|F| F
1 Zn () 172y < T Z (1 (xi) 7y (x4))* < ’Yg% D (1 ())* <206l 72y
i=1 i=1
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So combining with the previous inequality gives [ p,Y -v > (1 — ’yo\/g)H,uhHiz(F) > %”/‘hH%%F)’
which implies (Y - v, A7 — A\p)r > 3[|A; — )\hH%Q(F). Moreover, we obtain by an inverse estimate

Y@y < Cildr = Mnlleey, IVeY ey < Cih™ A = Anllooy-
Taking all this together, from (67), we get

SIAr = Mallzary < CallIB @) (Vi = Vi) - vl 2y + 1B~ @) (Vi = V) - vl 2y
+ ACh {[IVe (Vi = VD2 + IVe (Vi = V)l 2y }
+ SIIAr = M2y,

which proves the inequality. O

6.3 Multiplier Error Estimate

We have an error estimate for A — X\, in the discrete H'/2(T') norm by the next theorem and
corollary.

Theorem 4. Assume the hypothesis of Theorem 3. Then,
[Ar — )\hHH}lL/Q(F) < COIX= Al ey + v = unlz2@) + llon — ovpllrz) + llos — osnllrzo.)
F BNV = Vi) wlliemy + AV = Vi)l |
(68)
where the constant C > 0 only depends on the physical constants and the domain geometry.

Proof. Beginning as we did in the proof of Theorem 3, we have for all (n,ns,Y) in Zp:

b((m,ms, Y), (0,0, A1 = An))
= b((m,ms, Y), (ur,n — up, us p — s, A\p — A)) + b((m, ms, Y ), (U1 — Ui ps s — Us s A — Ap))
=b((m, s, Y), (wrp, — wp, us pp — us, \sr — A)) — a((m, M5, Y), (01 — O1py 05 — 051, V — Vi),
which then yields

b((n177757Y)7 (07 0,A\r — /\h)) < CH(T)MTIS’Y)HZ}L [H’LL - uhHL2(Q) + ||>‘ - /\IHH;L/?(F)
+llor = onllr2 ) + llos — osnllz o)
+ B2 @)V = Vi) - vl2) + AEPIVE(V = Vi)l 2y |-

Finally, use ”)‘_)\I”H1/2(1") < A=Azl g1/2(ry, divide through by [|(m, 15, Y) ||z, , take the supremum,
h

and use Lemma 7. ]
Corollary 3. Assume the hypothesis of Theorem 3 and Corollary 1. Then,

1A — )\h”H}Lm(F) < ChGHUHH9(Q)

+C(1+ At)he{uo-lHHs(Ql) + llosllm= (o) + [h + Atl/z} IVl 140 (r)

h 1/2

with the same conditions on C > 0 and w as in Theorem 3.

(69)

- IMlarv/zsoqey b

Proof. Combine Theorem 4 with Corollary 1, Corollary 2, the triangle inequality, and standard
interpolation estimates. ]
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Figure 2: Simulation with isotropic surface tension. Several time-lapses are shown to illustrate
the evolution with initial interface having a “clover” shape.

7 Numerical Results

We present two dimensional simulations to illustrate our method (2-D for simplicity). All simula-
tions were implemented in the package FELICITY [61]. The linear systems are solved by MAT-
LAB’s “backslash” command. Alternatively, one can use an iterative procedure such as Uzawa’s
algorithm; see [21, Section 7] for a description.

For all simulations, the Dirichlet boundary is the entire outer boundary, i.e. dp§2 = 02 with
up = —0.5. The initial temperature is u(s) = 0 in g and u? is a smooth function between 0
and —0.5 in Q). For updating the temperatures, we used (35). We verified the conservation law by
computing the difference of the left and right hand sides of (43). If the mesh was never regenerated,
the difference was machine precision ~ 10716, If a re-mesh did occur, this induced a relative error
of ~107°.

7.1 Isotropic Surface Energy

The model in Section 2 assumes the surface tension coefficient C is constant (isotropic). In Figure 2,
we show a simulation of our method with a non-trivial initial shape. Also see Figure 1 for another
example with a different initial shape.
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7.2 Anisotropic Surface Energy

The model can be generalized to have an anisotropic surface tension coefficient, i.e. C=C (v). In
particular, we consider anisotropies of the form:

K
C=Cv) :EZ v G2, (70)

where CAO = 0.0005 is a material constant, K is the number of anisotropies, and G is a symmetric
positive definite matrix in R4 We consider a class of matrices that have the structure Gj =
R;*-FDjRj, where R; is a rotation matrix that determines the “directions” of the anisotropy, and
D; is a diagonal matrix consisting of ones and small numbers, which controls the strength of the
anisotropy. For our simulations, we set B = Boé\( ), although this is not required. _Note that
isotropic surface tension is modeled by this as well with K = 1 and G = I2«2 so that C ( ) = Co

With the above, we can derive the modified form of (24) by standard shape differentiation
[15, 55, 31]. Indeed,

dt/ C (v —/ C )WVrX:VrV — / :VrV, (71)

where V is the velocity of T', and for p € R¢, c’ (p) is the gradient of C with respect to p. We now
obtain a semi-discrete formulation for the anisotropic case by combining (23), (24), and (71):

BV VLY v+ AHCEH)VE VT Vi Y ) 4+ S(Y -2 A (72)
= —(C()Vr X, VY + W C ()], Vi Y forall Y € Y.

The fully discrete formulation follows straightforwardly. This type of anisotropy is studied
in [5] where they handle the anisotropic surface energy by defining the local finite element basis
functions to capture the anisotropic energy. Their approach allows for obtaining an energy law,
which can also be combined with our method. But (72) is easier to implement. The main drawback
of (72) is it makes the numerical scheme slightly explicit, which could put a constraint on the time
step.

In Figure 3, we present a simulation using (70) with K =1 (i.e. a one-fold anisotropy). Figure
4 shows a simulation with K = 3 (i.e. a three-fold anisotropy).
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Figure 3: Simulation with anisotropic surface tension. Several time-lapses are shown to illustrate

the evolution with initial interface shape being a circle. A one-fold anisotropy is used which breaks
the initial radial symmetry.
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