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1. Introduction. In this paper we consider the advection and diffusion equation

∆Γ(t)u− u∇Γ(t) · v − ∂•u = f(1.1)

for a scalar quantity u : Gt → R on the space-time hypersurface Gt :=
⋃
t∈(0,T ) Γ(t)×

{t} ⊂ Rn+2, where Γ(t) denotes a closed n-dimensional moving hypersurface Γ(t) ⊂
Rn+1. Such equations arise in many applications such as processes on biological cell
surfaces, [6] and the transport of surfactants on fluid interfaces, [10]. The variational
Hilbert space theory for the initial value problem has been considered in [1].

Here the motion of the hypersurface is assumed to be periodic in time with period
T in the sense that Γ(0) = Γ(T ). The velocity, v : Gt → Rn+1, of the moving
hypersurface Γ(t) is given by v = vN+vT , where vN denotes the normal velocity of Γ(t)
and vT is an advective velocity field tangential to Γ(t). The tangential gradient and
the Laplace-Beltrami operator on Γ(t) are denoted by ∇Γ(t) and ∆Γ(t), respectively.
The material derivative ∂•u is given by

∂•u = ut + vN · ∇u+ vT · ∇Γ(t)u.(1.2)

A solution u : Gt → R of the advection-diffusion equation (1.1) is called periodic if

u(·, 0) = u(·, T ) on Γ(0).(1.3)

The aim of this work is to establish the existence and uniqueness of periodic
solutions. Since the mass m(t) :=

∫
Γ(t)

u(·, t)dσ(t) of a solution u of the advection-

diffusion equation (1.1) evolves according to

m′(t) = −
∫

Γ(t)

f(·, t)dσ(t),

a necessary condition for u to be periodic is that∫ T

0

∫
Γ(t)

fdσ(t)dt = 0.(1.4)
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However, please note that neither f nor the velocity v is supposed to be periodic. That
is, in general limt↘0 f(·, t) 6= limt↗T f(·, t) as well as limt↘0 v(·, t) 6= limt↗T v(·, t).
Although we prove a slightly more general result, the main result of this paper is that
for each given mass m0 ∈ R there exists a unique periodic solution u ∈ H2+α(Gt) of
the advection-diffusion equation (1.1) with initial mass m(0) = m0. Here H2+α(Gt)
denotes a suitable Hölder space, which we introduce below.

Since for f = 0 the mass m(t) of a solution u is constant in time, u describes a
conservative scalar quantity in this case. In order to prove existence and uniqueness of
periodic solutions to the advection-diffusion equation (1.1) we have to look at slightly
more general linear parabolic partial differential equations on Gt. In fact, we have to
consider advection-diffusion equations of the form

∆Γ(t)u− cu− ∂•u = f,(1.5)

where c : Gt → R is a scalar function on the space-time hypersurface Gt that is not
required to be periodic. Unfortunately, it turns out that the periodicity condition in
(1.3) is too restrictive in this case even if we assume (1.4), since in general the mass of a
solution u to the equation (1.5) cannot be periodic in time, that is m(0) 6= m(T ). The
reason for this is the zero-order term in (1.5). For example, for f = 0 and c = ∇Γ(t) ·
v+α with α ∈ (0,+∞) the mass decays exponentially, that is m(t) = m(0) exp(−αt).
Hence, a periodic solution would have to satisfy m(0) =

∫
Γ(0)

u(·, 0)dσ(0) = 0 in this

case, which is, however, a much too restrictive assumption for applications. Therefore,
we slightly relax the notion of periodicity to

u(·, 0)−−
∫

Γ(0)

u(·, 0)dσ(0) = u(·, T )−−
∫

Γ(0)

u(·, T )dσ(0) on Γ(0),(1.6)

where −
∫

Γ
udσ := 1

|Γ|
∫

Γ
udσ denotes the mean value of u on Γ. Fortunately, for the

advection-diffusion equation (1.1) this condition is equivalent to the condition (1.3)
as long as the constraint (1.4) is satisfied.

The study of time-periodic solutions to both linear and non-linear parabolic equa-
tions has a long history, see for example [12] and references therein, in particular [8],
[11] and [17], as well as [2] and [13]. However, we are not aware of any previous analytic
work that studies the periodic problem on moving hypersurfaces. Our methodology
reformulates the problem on a moving closed hypersurface to a problem on a fixed
hypersurface with time varying coefficients. In order to obtain some analytic results it
is then useful to relate the hypersurface equation to a Neumann type boundary prob-
lem on a flat domain, see the Appendix for further explanations. Observe that the
problem in our case is slightly more involved than the results on the oblique derivative
problems for flat domains in [12], since we cannot assume that the zero order term c
is non-negative. For example for the choice c = ∇Γ(t) · v this is certainly not true in
general. The fact that the zero-order term c can be negative is indeed the reason, why
this paper is beyond the scope of previous works. Furthermore, the slightly weaker
periodicity condition (1.6), which ensures the existence of periodic solutions for any
initial mass m(0) = m0 ∈ R, does not seem to have been used in the literature so far.
Anyway, it is still possible to adopt the techniques used by Lieberman in [12] to our
problem. Therefore, our existence proof mainly relies on a simple fixed point iteration
and standard Fredholm theory.

Our work is partially motivated by numerical simulations of periodic solutions of
advection-diffusion equations on moving 2-dimensional surfaces for f = 0 performed
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in [7] using an evolving surface finite element method. The periodic solutions were
obtained by computing the initial value problem for arbitrary chosen initial conditions.
Indeed, the numerical solutions for different initial conditions with same initial mass
appear to converge very quickly to the same time-periodic solution. We would like to
emphasize that in this numerical work the formulation (1.1), which entirely avoids the
use of local coordinates and surface parametrisations, is very suitable for the evolving
surface finite element method.

This paper is organized as follows. First, we introduce the notation and the
parabolic Hölder spaces on the space-time hypersurface Gt as well as their associated
norms. Then we rewrite the advection-diffusion equation on the moving hypersurface
Γ(t) as an advection-diffusion equation with time-dependent coefficients on a fixed
reference hypersurfaceM. This formulation is more amenable for our purposes, since
it can be easily related to a (non-degenerate) Neumann type boundary problem on a
flat domain. We derive this Neumann boundary problem in the Appendix. In Section
2, we summarize the results of this paper. This also serves as a reader’s guide to the
proof of the main result in Theorem 3.5. The detailed proofs of all results given in
Section 2 can be found in Section 3. In the Appendix, we discuss the technique to
extend a surface partial differential equation to a non-degenerate partial differential
equation on an extended neighbourhood. This result is used in Section 2 and 3 to
prove existence and uniqueness to the initial boundary value problem on hypersurfaces
without using any local parametrizations of the hypersurface.

2. Preliminaries. We make use of the convention to sum over repeated indices.

2.1. Hypersurfaces. Henceforward, we assume that Γ(t) ⊂ Rn+1 is a family of
closed (that is compact and without boundary), orientable, connected, n-dimensional,
embedded hypersurfaces of class Cl1, with l ∈ N, and that there is a closed, orientable,
connected, n-dimensional, embedded hypersurfaceM⊂ Rn+1 of the same class and a
Cl1-embedding X : G → Rn+2 from the closure of the cylinder G :=M×(0, T ) ⊂ Rn+2

onto Rn+2 such that for any t ∈ [0, T ] the map X(·, t) is a bijection fromM onto Γ(t).
This implies that Gt :=

⋃
t∈(0,T ) Γ(t) × {t} ⊂ Rn+2 is an (n + 1)-dimensional space-

time hypersurface of class Cl1. Here, Cl1 refers to l-times continuously differentiable
functions, whose derivatives are Lipschitz. Note that we use the notation C2,1 for
functions continuously differentiable in time and twice continuously differentiable in
space. We also assume that the motion of Γ(t) is periodic in time in the sense that
Γ(0) = Γ(T ) and X(·, 0) = X(·, T ), respectively.

2.2. Tangential gradient and material derivative. Let N ⊂ Rn+1 be an
arbitrary hypersurface. The tangent space to N at the point x ∈ N is the linear
space

TxN :=
{
τ ∈ Rn+1 | ∃γ ∈ C1((−ε, ε),Rn+1), γ((−ε, ε)) ⊂ N , γ(0) = x, γ′(0) = τ

}
,

see [5]. For a function f on an arbitrary hypersurface N differentiable at x ∈ N , we
define the tangential gradient of f at x ∈ N by

∇N f(x) := ∇f̂(x)− ν(x)ν(x) · ∇f̂(x) = P (x)∇f̂(x),

where f̂ denotes a differentiable extension of f to an open neighbourhood U ⊂ Rn+1

of x, such that f̂|N∩U = f|N∩U , see [5] for more details. Here, · denotes the Euclidean
scalar product in the ambient space, ν(x) is a unit normal of N at x and P (x) =

3



1l− ν(x)⊗ ν(x) is the projection onto the tangent space of N at x. The components
of the tangential gradient are denoted by D1f

...
Dn+1f

 := ∇N f.

For a twice continuously differentiable function f on N we have the commutator rule

DαDβf −DβDαf = (Hβηνα −Hαηνβ)Dηf,(2.1)

where H := ∇N ν denotes the (extended) Weingarten map on N . The Laplace-
Beltrami operator on N is defined by

∆N f := ∇N · ∇N f.

These definitions can be easily generalized to moving hypersurfaces Γ(t), as well
as to the space-derivatives on the space-time hypersurfaces G and Gt. Since G is a
cylinder the definition of the time-derivative of a function f on G is obvious. On
the space-time hypersurface Gt we define the material derivative ∂•f of a function
f : Gt → R by

∂•f := (f ◦X)t ◦X−1.

Since the velocity v of Γ(t) is given by

v := Xt ◦X−1,

this definition is consistent with formula (1.2).

2.3. Hölder spaces. For a function f : G → R we define the norm

|f |0,G := sup
(x,t)∈G

|f(x, t)|,

and we say that f is Hölder continuous in G with exponent α ∈ (0, 1] if the semi-norm

Hα,G(f) := sup
(x,t)∈G

sup
(y,s)∈G\{(x,t)}

|f(x, t)− f(y, s)|
|(x, t)− (y, s)|α

is finite. Here |(x, t)| := max{|x|, |t| 12 } with |x| :=
(∑n+1

α=1 x
2
α

) 1
2

is the parabolic

distance in Rn+2. Furthermore, we define the norms

|f |α,G := |f |0,G +Hα,G(f),

|f |1+α,G := |f |0,G + 〈f〉1+α,G + |∇Mf |α,G ,
|f |2+α,G := |f |0,G + |∇Mf |0,G + 〈∇Mf〉1+α,G + |∇2

Mf |α,G + |ft|α,G ,

where

〈f〉1+α,G := sup
(x,t)∈G

sup
(x,s)∈G\{(x,t)}

|f(x, t)− f(x, s)|
|t− s| 1+α2

.
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For k = 0, 1, 2, we introduce the following Hölder spaces on G

Hk+α(G) := {f : G → R | |f |k+α,G <∞} .

Obvious modifications of the above definitions lead to the definition of | · |k+α,M for
k = 0, 1, 2. For a function f on G the following inequality holds

|f(·, t)|k+α,M ≤ |f |k+α,G , ∀t ∈ [0, T ],∀α ∈ (0, 1], k = 0, 1, 2.

Let the hypersurfaces M and Γ(t) as well as the embedding X be of class C2
1 , then

the norm | · |k+α,Gt on the linear space Hk+α(Gt) := {f : Gt → R | f ◦X ∈ Hk+α(G)}
is defined by

|f |k+α,Gt := |f ◦X|k+α,G for k = 0, 1, 2.

Henceforward, d denotes the oriented distance function to M ⊂ Rn+1, see for
example [3]. There exists δ > 0 such that the decomposition

x = a(x) + d(x)ν(a(x)),

with a(x) ∈M is unique for all x ∈ Nδ, where

Nδ := {x ∈ Rn+1 | |d(x)| < δ}.(2.2)

Please note, that for a Cl-hypersurface, l ≥ 2, the oriented distance function d is also
of class Cl, whereas the projection a : Nδ →M is of class Cl−1. The oriented distance
function d is also Lipschitz continuous on Nδ and so is the projection a, provided that
the width δ is chosen sufficiently small and l ≥ 2. This can be seen as follows

|a(x)− a(y)| ≤ |x− y|+ |d(x)− d(y)|+ |d(y)||ν(a(x))− ν(a(y))|
≤ C|x− y|+ cδ|a(x)− a(y)|.

The extensions of the unit normal ν, of the projection P and of the Weingarten
map H on M to the neighbourhood Nδ are defined by ν(x) := ∇d(x) = ν(a(x)),
P (x) := 1l − ν(x) ⊗ ν(x) and by H(x) := ∇2d(x). For a function f on M we define
the lift to Nδ by f l(x) := f(a(x)). A direct calculation yields

∇f l = (1l− dH)(∇Mf)l,(2.3)

(∇Mf)l = (1l− dH)−1∇f l,(2.4)

compare to [4]. The definitions of the norms | · |k+α,Gδ and of the spaces Hk+α(Gδ)
for k = 0, 1, 2 on the cylinder Gδ := Nδ × (0, T ) are obvious. In order to prove the
norm equivalence

1

Ck,α
|f |k+α,G ≤ |f l|k+α,Gδ ≤ Ck,α|f |k+α,G

for functions f : G → R, we need the following statement.
Lemma 2.1. For functions f, g : G → R the following inequalities hold

Hα,G(fg) ≤ Hα,G(f)|g|0,G + |f |0,GHα,G(g),

|fg|α,G ≤ |f |α,G |g|0,G + |f |0,G |g|α,G ,
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Analogue estimates hold for the norms | · |k+α,Gδ on Gδ.
Proof. The first inequality easily follows from the definition of the Hölder coeffi-

cient. The second inequality is then a direct result. �
Lemma 2.2. For M of class C3

1 there exist constants Ck,α > 0 such that

1

Ck,α
|f |k+α,G ≤ |f l|k+α,Gδ ≤ Ck,α|f |k+α,G ,(2.5)

for k = 0, 1, 2 and α ∈ (0, 1].
Proof. Since the lifted function f l is constant in the normal direction, we obtain

|f |0,G = |f l|0,Gδ .

For the Hölder coefficient it is obvious that Hα,G(f) ≤ Hα,Gδ(f
l). Furthermore, since

the projection a is Lipschitz-continuous on Nδ for δ > 0 sufficiently small, it follows
that

Hα,Gδ(f
l) = sup

(x,t),(y,s)∈Gδ
(x,t)6=(y,s)

|f l(x, t)− f l(y, s)|
|(x, t)− (y, s)|α

≤ sup
(x,t),(y,s)∈Gδ

(x,t)6=(y,s)

|(a(x), t)− (a(y), s)|α

|(x, t)− (y, s)|α
sup

(x,t),(y,s)∈Gδ
(x,t)6=(y,s)

|f(a(x), t)− f(a(y), s)|
|(a(x), t)− (a(y), s)|α

≤ CHα,G(f).

This already establishes |f |α,G ≤ |f l|α,Gδ ≤ C|f |α,G . From Lemma 2.1 and formulas
(2.3) and (2.4) we then obtain

|f |1+α,G = |f |0,G + 〈f〉1+α,G + |∇Mf |α,G ≤ |f l|0,Gδ + 〈f l〉1+α,Gδ + |(∇Mf)l|α,Gδ
≤ |f l|0,Gδ + 〈f l〉1+α,Gδ + |A−1∇f l|α,Gδ
≤ C(|f l|0,Gδ + 〈f l〉1+α,Gδ + |∇f l|α,Gδ)

and conversely,

|f l|1+α,Gδ = |f l|0,Gδ + 〈f l〉1+α,Gδ + |∇f l|α,Gδ = |f l|0,Gδ + 〈f l〉1+α,Gδ + |A(∇Mf)l|α,Gδ
≤ C(|f l|0,Gδ + 〈f l〉1+α,Gδ + |(∇Mf)l|α,Gδ)
≤ C(|f |0,G + 〈f l〉1+α,G + |∇Mf |α,G)

where A := 1l− dH. Similarly, the result for k = 2 can be deduced from

(∇2f l)αβ = AαδAβγ(DδDγf)l +∇αAβγ(Dγf)l,

(∇2
Mf)lαβ = (A−1)αδ(A−1)βγ∇δ∇γf l + (A−1)αδ∇δ(A−1)βγ∇γf l,

which follows from formulas (2.3) and (2.4). For | · |2+α,G we then obtain

|f |2+α,G = |f |0,G + |∇Mf |0,G + 〈∇Mf〉1+α,G + |∇2
Mf |α,G + |ft|α,G

≤ C(|f l|0,Gδ + |(∇Mf)l|0,Gδ + 〈(∇Mf)l〉1+α,Gδ + |(∇2
Mf)l|α,Gδ + |f lt |α,Gδ)

≤ C(|f l|0,Gδ + |A−1∇f l|0,Gδ + 〈A−1∇f l〉1+α,Gδ

+ |((A−1)αδ(A−1)βγ∇δ∇γf l)|α,Gδ
+ |((A−1)αδ∇δ(A−1)βγ∇γf l)|α,Gδ + |f lt |α,Gδ)

≤ C(|f l|0,Gδ + |∇f l|0,Gδ + 〈∇f l〉1+α,Gδ + |∇2f l|α,Gδ + |∇f l|α,Gδ + |f lt |α,Gδ).
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Since Hα,Gδ(∇f l) ≤ C(|∇2f l|α,Gδ + 〈∇f l〉1+α,Gδ), we can conclude that |f |2+α,G ≤
C|f l|2+α,Gδ . The opposite direction follows in the same way. �

Lemma 2.3. The spaces Hk+α(G), with k ∈ {0, 1, 2} and α ∈ (0, 1], are Banach
spaces.

Proof. The statement follows directly from the equivalence (2.5) and the fact that
the spaces Hk+α,Gδ , k = 0, 1, 2, are Banach spaces. �

Lemma 2.4. Let α ∈ (0, 1). For each ε > 0 there is a constant C(ε) such that

|f |α,G ≤ cε1−α|f |2+α,G + C(ε)|f |0,G , ∀f ∈ H2+α(G),(2.6)

where the constant c does not depend on ε.
Proof. Without loss of generality we can assume that ε < min{ δ2 , 1}. In case that

|(x, t)− (y, s)| ≥ ε, we directly obtain

|f(x, t)− f(y, s)|
|(x, t)− (y, s)|α

≤ 2|f |0,G
εα

.

For |(x, t)− (y, s)| < ε, we have

λ(x, t) + (1− λ)(y, s) ∈ N δ
2
× [0, T ], ∀λ ∈ [0, 1],

and there is some (ξ, χ) = λ∗(x, t) + (1− λ∗)(y, s) with λ∗ ∈ [0, 1] such that

|f(x, t)− f(y, s)| = |f l(x, t)− f l(y, s)| = |∇f l(ξ, χ) · (x− y) + f lt(ξ, χ)(t− s)|
≤ |∇f l|0,Gδ |x− y|+ |f lt |0,Gδ |t− s|

≤ |∇f l|0,Gδ |x− y|+ |f lt |0,Gδ |t− s|
1
2

≤ (|∇f l|0,Gδ + |f lt |0,Gδ)|(x, t)− (y, s)|
≤ |f l|2+α,Gδ |(x, t)− (y, s)|
≤ c|f |2+α,G |(x, t)− (y, s)|,

where we have used (2.5) in the last step. Hence, we obtain

|f(x, t)− f(y, s)|
|(x, t)− (y, s)|α

≤ c|f |2+α,G |(x, t)− (y, s)|1−α ≤ cε1−α|f |2+α,G .

�

2.4. Reformulation on a stationary hypersurface. In Lemma 2.5 of this
subsection we reformulate the equation on the moving space-time hypersurface Gt to
the fixed space-time cylinder G. In order to do this we introduce a time-dependent,
symmetric and positive definite map G : G → R(n+1)×(n+1) defined by

G := (Gαβ)α,β=1,...,n+1 with Gαβ := DαX ·DβX + νανβ .(2.7)

Since X is time-periodic, we have G(0) = G(T ). We write Gαβ for the components
of the inverse G−1. We explain in subsection 2.4.1 below how this method can be
expanded to arbitrary inner products on the tangent space TaM, or more precisely
to arbitrary Riemannian metrics on M.

This definition (2.7) is motivated by the following observations. For a ∈ M the
map Ĝ := ((∇MX)T∇MX)(a) : TaM → TaM is a bijective linear map on TaM,
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because X is an embedding. By adding a term (ν ⊗ ν)(a) to Ĝ in the definition of
G(a) this map Ĝ is extended to a bijective map on Rn+1.

Henceforward, the volume form dσ(t) on Γ(t) is given by the n-dimensional Haus-
dorff measure, whereas the volume form do(t) onM is the corresponding volume form
weighted by the density

√
detG(t). That is do(t) :=

√
detG(t)dσ, where dσ is the

volume form onM induced by the n-dimensional Hausdorff measure. We also use the
notation do0 instead of do(0). Because of the periodicity we have do0 = do(T ). From
Jacobi’s formula we immediately obtain that d

dt

√
detG(t) = 1

2

√
detG(t)GαβGtαβ(t)

and hence

d

dt

∫
M
f̃(·, t)do(t) =

∫
M
f̃t(·, t) +

1

2
GαβGtαβ f̃(·, t)do(t).(2.8)

Below, it will become clear, how this formula is related to the transport formula on
the moving hypersurface Γ(t), see [5],

d

dt

∫
Γ(t)

f(·, t)dσ(t) =

∫
Γ(t)

∂•f(·, t) + (∇Γ(t) · v)f(·, t)dσ(t).(2.9)

Lemma 2.5. Let c ∈ R. Suppose c, f : Gt → R and c̃, f̃ : G → R are such that
c̃ = c ◦X and f̃ = f ◦X. Then a function u ∈ H2+α(Gt) is a solution of

∆Γ(t)u− cu− ∂•u = f in Gt,

−
∫

Γ(0)

u(·, 0)dσ(0) = c,

u(·, 0) = u(·, T )−

(
−
∫

Γ(0)

u(·, T )dσ(0)− c

)
on Γ(0),

if and only if ũ = u ◦X ∈ H2+α(G) is a solution of

∆g(t)ũ− c̃ũ− ũt = f̃ in G,

−
∫
M
ũ(·, 0)do0 = c,

ũ(·, 0) = ũ(·, T )−
(
−
∫
M
ũ(·, T )do0 − c

)
on M,

where the linear elliptic operator ∆g(t) is given by

∆g(t)ũ := Dα

(
GαβDβ ũ

)
+

1

2
PαγG

γηGβρDβGαηDρũ(2.10)

Proof. From the definition of the material derivative we have ũt = (∂•u) ◦ X.
Now, let D′αu, α = 1, . . . , n + 1, denote the components of the tangential gradient
∇Γ(t)u. Then we have

Dβ ũ = DβXη(D′ηu) ◦X.(2.11)

The projection P ′ onto the tangent space of Γ(t) satisfies

P ′ρη ◦X = GαβDαXρDβXη.(2.12)
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We thus obtain

∆g(t)ũ = GαβDαDβ ũ−GαγGβδDαGγδDβ ũ+
1

2
PαγG

γηGβρDβGαηDρũ

= Gαβ(DαXρDβXη)(D′ρD
′
ηu) ◦X +GαβDαDβXη(D′ηu) ◦X

−GαγGβδDαGγδDβXη(D′ηu) ◦X +
1

2
PαγG

γηGβρDβGαηDρXκ(D′κu) ◦X

= P ′ρη ◦X(D′ρD
′
ηu) ◦X +GαβDαDβXη(D′ηu) ◦X

−GαγGβδDαDγXρDδXρDβXη(D′ηu) ◦X
−GαγGβδDγXρDαDδXρDβXη(D′ηu) ◦X

+
1

2
PαγG

γηGβρ(DβDαXιDηXι +DαXιDβDηXι)DρXκ(D′κu) ◦X

= ∆Γ(t)u ◦X +GαβDαDβXη(D′ηu) ◦X −GαγDαDγXρ(D
′
ρu) ◦X

−GαγGβδDαDδXρDγXρDβXη(D′ηu) ◦X
+ PαγG

γηGβρDβDαXιDηXιDρXκ(D′κu) ◦X
= ∆Γ(t)u ◦X + PαγG

γηGβρ(DβDαXι −DαDβXι)DηXιDρXκ(D′κu) ◦X,

where we have used the fact that G−1ν = ν and that PG−1 is symmetric. From the
commutator rule (2.1) it then directly follows that

∆g(t)ũ = ∆Γ(t)u ◦X.

The rest of the proof is obvious. �
Due to the result in Lemma 2.5 it is sufficient to consider the periodic problem

on the reference cylinder G. In particular, if c = ∇Γ(t) · v then c̃ on M is given by

c̃ = 1
2G

αβGtαβ =: 1
2 trg(t)(gt). This can be seen as follows

1

2
GαβGtαβ =

1

2
Gαβ

(
DαXtηDβXη +DαXηDβXtη

)
=

1

2
Gαβ

(
DαXκ(D′κvη) ◦XDβXη +DαXηDβXκ(D′κvη) ◦X

)
= P ′κη ◦X(D′κvη) ◦X = (∇Γ(t) · v) ◦X,

where we have used (2.11) with ũ = Xtη and u = Xtη ◦X−1 = vη as well as (2.12).
This also shows the connection between formula (2.8) and the transport formula (2.9).

2.4.1. An arbitrary Riemannian metric. The main results of this paper in
Section 3 are also valid for G : G → R(n+1)×(n+1) defined by

G(a, t)X · Y := g(a, t)(P (a)X,P (a)Y ) + (ν(a) ·X)(ν(a) · Y ),(2.13)

∀X,Y ∈ Rn+1,∀(a, t) ∈M× [0, T ],

where g(t) is an arbitrary (sufficiently smooth) time-dependent Riemannian metric on
M, see also [9] for further details. Indeed, G(t) is a kind of Cartesian representation
of the metric g(t). In particular, if we choose g(t) := X∗h to be the (periodic)
pull-back metric of the Riemannian metric h on Γ(t) ⊂ Rn+1 that is induced by the
Euclidean metric in Rn+1, then definition (2.13) coincides with definition (2.7). Using
integration by parts on closed hypersurfaces, see [5], leads to Green’s formula for the
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operator ∆g(t)∫
M
G−1(t)∇Mu · ∇Mwdo(t) =

∫
M
GαβDαuDβw

√
detGdσ

= −
∫
M
uDα(GαβDβw)

√
detG+ uGαβDα

√
detGDβwdσ

= −
∫
M
uDα(GαβDβw)

√
detG+ u

1

2
GαβGρηDαGρηDβw

√
detGdσ

= −
∫
M
u

(
Dα(GαβDβw) +

1

2
GαβGρηDαGρηDβw

)
do(t)

= −
∫
M
u∆g(t)wdo(t),

where we have used the fact that

GρηDαGρη = PργG
γηDαGρη + νρνγG

γηDαGρη

= PργG
γηDαGρη + νρνηDαGρη

= PργG
γηDαGρη −Dα(νρνη)Gρη

= PργG
γηDαGρη −Dανρνρ − νηDανη

= PργG
γηDαGρη.

The last identity also shows that ∆g(t)ũ = Dα

(
GαβDβ ũ

)
+ 1

2G
αηGβρDβGαηDρũ.

However, we keep formula (2.10), since it is also valid, if we would replace (2.7) by
Gαβ := DαX ·DβX + λνανβ with λ : M → (0,+∞) continuously differentiable. It
can be shown that the elliptic operator ∆g(t) defined in (2.10) is the usual Laplace
operator on M with respect to the Riemannian metric g(t). In order to see this,
assume that ϕ : Ω ⊂ Rn → M ⊂ Rn+1 is a local parametrization of M and let
g̃ij(θ) := ∂ϕ

∂θi (θ) ·
∂ϕ
∂θj (θ). Furthermore, let g̃ij denote the components of the inverse

of g̃ = (g̃ij)i,j=1,...,n. Since Pαβ(ϕ(θ)) = g̃ij(θ)∂ϕα∂θi (θ)
∂ϕβ
∂θj (θ), we immediately obtain

from definition (2.13) that

Gαβ(ϕ(θ), t) :=
∂ϕα
∂θi

(θ)g̃ij(θ)gjk(θ, t)g̃kl(θ)
∂ϕβ
∂θl

(θ) + να(ϕ(θ))νβ(ϕ(θ)),(2.14)

Gαβ(ϕ(θ), t) :=
∂ϕα
∂θi

(θ)gij(θ, t)
∂ϕβ
∂θj

(θ) + να(ϕ(θ))νβ(ϕ(θ)),(2.15)

where gij(θ, t) := g(ϕ(θ), t)
(
∂ϕ
∂θi (θ),

∂ϕ
∂θj (θ)

)
are the components of the metric with

respect to local coordinates and (gij(θ, t))i,j=1,...,n = (gij(θ, t))
−1
i,j=1,...,n are the com-

ponents of the inverse matrix. For a function u :M→ Rn+1 the tangential gradient
on M satisfies

(∇Mu) ◦ ϕ = g̃ij
∂U

∂θi
∂ϕ

∂θj
, on Ω,

where U := u ◦ ϕ, see for example in [3]. Using relation (2.15), we obtain

Dα(GαβDβu)(ϕ(θ)) = g̃ij(θ)
∂ϕα
∂θi

(θ)
∂

∂θj
(
(GαβDβu)(ϕ(θ))

)
= g̃ij(θ)

∂ϕα
∂θi

(θ)
∂

∂θj

(
∂ϕα
∂θm

gmn
∂U

∂θn

)
(θ)

=
∂

∂θm

(
gmn

∂U

∂θn

)
(θ) + g̃ij(θ)

∂ϕα
∂θi

(θ) · ∂2ϕα
∂θj∂θm

(θ)gmn(θ)
∂U

∂θn
(θ).
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The same procedure gives(
PαγG

γηGβρDβGαηDρu
)
◦ ϕ

=
∂ϕα
∂θi

gij
∂ϕη
∂θj

∂ϕβ
∂θm

gmn
∂ϕρ
∂θn

∂ϕβ
∂θk

g̃kl
∂(Gαη ◦ ϕ)

∂θl
∂ϕρ
∂θs

g̃st
∂U

∂θt

=
∂ϕα
∂θi

gij
∂ϕη
∂θj

glt
∂(Gαη ◦ ϕ)

∂θl
∂U

∂θt

=
∂ϕα
∂θi

gij
∂ϕη
∂θj

glk
∂

∂θl

(
∂ϕα
∂θn

g̃nmgmug̃
uv ∂ϕη
∂θv

+ (νανη) ◦ ϕ
)
∂U

∂θk

= gmuglk
∂gmu
∂θl

∂U

∂θk
+
∂ϕα
∂θi

gij
∂ϕη
∂θj

glkgmu
∂

∂θl

(
∂ϕα
∂θn

g̃nmg̃uv
∂ϕη
∂θv

)
∂U

∂θk

= gmuglk
∂gmu
∂θl

∂U

∂θk
+ 2

∂ϕη
∂θu

glk
∂

∂θl

(
g̃uv

∂ϕη
∂θv

)
∂U

∂θk

= gmuglk
∂gmu
∂θl

∂U

∂θk
− 2glkg̃uv

∂ϕη
∂θv

∂2ϕη
∂θl∂θu

∂U

∂θk
.

Altogether, we obtain(
Dα(GαβDβu) +

1

2
PαγG

γηGβρDβGαηDρu

)
◦ ϕ

=
∂

∂θm

(
gmn

∂U

∂θn

)
+

1

2
gmuglk

∂gmu
∂θl

∂U

∂θk

=
1√

det(gij)

∂

∂θm

(√
det(gij)g

mn ∂U

∂θn

)
,

which shows that ∆g(t) is indeed the Laplace operator on M with respect to g(t).

2.5. Strong maximum principle. The (strong) maximum principle for para-
bolic partial differential equations in flat domains, see for example in [16], is also valid
for parabolic partial differential equations on closed hypersurfaces.

Lemma 2.6. Suppose that the hypotheses of Theorem 3.1 hold and that M is
connected. Furthermore, suppose that ∆g(t)u− cu− ut ≥ 0 in G and that u(x∗, t∗) =

maxG u =: M for some (x∗, t∗) ∈ G with t∗ > 0. Then u = M on M× [0, t∗] if c = 0,
or if c ≥ 0 and M ≥ 0.

Proof. We use the maximum principle in flat domains by observing that a linear
parabolic operator L onM⊂ Rn+1 can be extended to a linear parabolic operator L̂
on an open strip Nδ ⊂ Rn+1 about M such that

L̂ul(x, t) = Lu(a(x), t), ∀(x, t) ∈ Nδ × [0, T ],

see in the Appendix for more details. Hence, if Lu ≥ 0, we also have L̂ul ≥ 0.
Moreover, u(x∗, t∗) = maxG u =: M for some (x∗, t∗) ∈ G if and only if ul(x∗, t∗) =

maxGδ u
l. From the strong maximum principle in flat domains, see for example [16],

it therefore follows that the set S := {x ∈ M | u(x, t) = M} for any fixed t ∈ [0, T ]
must be open, provided that the zero-order term c satisfies c = 0 or that c ≥ 0 and
M ≥ 0. Since S is also closed and M is connected, we have either S = ∅ or S =M.
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3. Periodic solutions: Results. The starting point for the study of time-
periodic solutions on hypersurfaces is the following result on the existence and unique-
ness of solutions to the corresponding initial value problem.

Theorem 3.1. Let M ⊂ Rn+1 be a closed, orientable, n-dimensional hypersur-
face of class C3

1 , and let g(t), t ∈ [0, T ], be a family of Riemannian metrics on M
such that the map G defined in (2.13) is of class H1+α(G) for some α ∈ (0, 1). Fur-
thermore, let c ∈ Hα(G). Then for any f ∈ Hα(G) and u0 ∈ C0(M) there is a unique
solution of

(SI) =

{
∆g(t)u− cu− ut = f in M× (0, T ),

u(·, 0) = u0 on M.

If u0 ∈ H2+α(M), then u ∈ H2+α(G) and there is a constant C such that

|u|2+α,G ≤ C(|f |α,G + |u0|2+α,M).(3.1)

Using this result and a fixed point argument, it is possible to prove the existence
of periodic solutions for advection-diffusion equations on M with an explicit lower
bound on the zero-order term c.

Proposition 3.2. Let M ⊂ Rn+1 be a closed, orientable and connected, n-
dimensional hypersurface of class C3

1 , and let g(t), t ∈ [0, T ], be a family of Rieman-
nian metrics on M such that the map G defined in (2.13) is of class H1+α(G) for
some α ∈ (0, 1). Furthermore, let c, f ∈ Hα(G). If c ≥ c0 > ln 2

T , then there is a
unique solution u ∈ H2+α(G) of

(SP ) =



∆g(t)u− cu− ut = f in M× (0, T ),

−
∫
M
u(·, 0)do0 = 0,

u(·, 0) = u(·, T )−−
∫
M
u(·, T )do0, on M

with

|u|2+α,G ≤ C|f |α,G ,(3.2)

for some constant C depending on M, g and c.

This result is sufficient to establish conditional existence for the periodic problem
without a lower bound on c.

Proposition 3.3 (Fredholm alternative). Suppose that the hypotheses of Propo-
sition 3.2 hold, then either the homogeneous problem

∆g(t)u− cu− ut = 0 in M× (0, T ),

−
∫
M
u(·, 0)do0 = 0,

u(·, 0) = u(·, T )−−
∫
M
u(·, T )do0 on M,
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has zero as its only solution, in which case the problem

∆g(t)u− cu− ut = f in M× (0, T ),

−
∫
M
u(·, 0)do0 = c,

u(·, 0) = u(·, T )−
(
−
∫
M
u(·, T )do0 − c

)
on M,

is solvable in the class H2+α(G) for all f ∈ Hα(G) and c ∈ R, or the homogeneous
problem has non-zero solutions, in which case the non-homogeneous problem cannot
be solved for some choices of f ∈ Hα(G) and c ∈ R.

Using this Proposition, one can prove existence for the special choice c = 0.

Corollary 3.4. Suppose that the hypotheses of Proposition 3.2 hold. Then for
all f ∈ Hα(G) and c ∈ R there exists a unique solution u ∈ H2+α(G) of

∆g(t)u− ut = f in M× (0, T ),

−
∫
M
u(·, 0)do0 = c,

u(·, 0) = u(·, T )−
(
−
∫
M
u(·, T )do0 − c

)
on M.

Existence of solutions for the adjoint operator L∗u := ∆g(t)u(x, t) + ut(x, t) of

the operator Lu := ∆g(t)u − 1
2 trg(gt)u − ut can now be established in the following

way. First, we define g(t) := g(T − t) and f(·, t) := f(·, T − t) for all t ∈ [0, T ]. Here
f ∈ Hα(G) and g(t) is assumed to be a given family of Riemannian metrics with
g(0) = g(T ) and with G(t), defined as in (2.13), of class H1+α(G). From Corollary 3.4
it follows that there exists a unique solution u ∈ H2+α(G) of

∆g(t)u− ut = f in M× (0, T ),

−
∫
M
u(·, 0)do0 = 0,

u(·, 0) = u(·, T )−−
∫
M
u(·, T )do0 on M.

Next, we define u(·, t) := u(·, T − t). Obviously, we have ut(·, t) = −ut(·, T − t).
Furthermore, it follows that

∆g(t)u(x, t) + ut(x, t) = ∆g(T−t)u(x, T − t)− ut(x, T − t) = f(x, T − t) = f(x, t),

(3.3)

−
∫
M
u(·, T )do0 = 0,

u(·, T ) = u(·, 0)−−
∫
M
u(·, 0)do0 on M.

We use this result below to prove uniqueness of periodic solutions for the choice
c = 1

2 trg(gt) of the zero-order term. That is for the operator Lu := ∆g(t)u− 1
2 trg(gt)u−
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ut. The Fredholm alternative in Proposition 3.3 then gives the main theorem of the
paper.

Theorem 3.5. Suppose that the hypotheses of Proposition 3.2 hold. Then for all
f ∈ Hα(G) and c ∈ R there exists a unique solution u ∈ H2+α(G) of

∆g(t)u− 1
2 trg(gt)u− ut = f in M× (0, T ),

−
∫
M
u(·, 0)do0 = c,

u(·, 0) = u(·, T )−
(
−
∫
M
u(·, T )do0 − c

)
on M.

In particular, for all c ∈ R and for all f ∈ Hα(G) with
∫ T

0

∫
M f(·, t)do(t)dt = 0 there

exists a unique solution u ∈ H2+α(G) of

∆g(t)u− 1
2 trg(gt)u− ut = f in M× (0, T ),

−
∫
M
u(·, 0)do0 = c,

u(·, 0) = u(·, T ) on M.

Finally, we obtain the following existence and uniqueness result for time-periodic
solutions to advection-diffusion equations on moving hypersurfaces.

Theorem 3.6. Let Γ(t) ⊂ Rn+1, t ∈ [0, T ] be a family of closed, orientable, con-
nected, n-dimensional hypersurfaces of class C3

1 with Γ(0) = Γ(T ), such that there ex-
ist a hypersurfaceM satisfying the hypotheses of Proposition 3.2 and a C3

1 -embedding
X : G → Gt in the sense of Section 2. Then for all c ∈ R and for all f ∈ Hα(Gt) with∫ T

0

∫
Γ(t)

f(·, t)dσ(t)dt = 0 there exists a unique solution u ∈ H2+α(Gt) of

∆Γ(t)u− u∇Γ(t) · v − ∂•u = f in Gt,

−
∫

Γ(0)

u(·, 0)dσ(0) = c,

u(·, 0) = u(·, T ) on Γ(0).

4. Periodic solutions: Proofs.
Proof of Theorem 3.1 Again we use the fact that the advection-diffusion equation
onM can be reformulated as a (non-degenerate) parabolic partial differential equation
on a neighbourhood Nδ of M, see the Appendix for more details. The theorem is
a consequence of the norm equivalence (2.5), Theorem 5.18 in [14]. More precisely,
the norm equivalence ensures that the lifted data on Nδ is sufficiently smooth and
bounded. Hence, there exists a unique solution û of the Neumann boundary problem
on Nδ satisfying a parabolic Schauder estimate. A solution u to the problem (SI) can
be easily constructed from this solution û, see the Appendix for details. Moreover,
the solution u to the problem (SI) is unique, since it has to satisfy ul = û. Finally, the
Schauder estimate for u follows from the norm equivalence (2.5) and the corresponding
estimate for û. �
Proof of Proposition 3.2 We divide the proof in two steps. First, we show that
there is a unique solution u ∈ C0(M× [0, T ])∩C2,1(M× (0, T )) of (SP ) by applying
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a contraction argument. Here, C2,1 refers to functions that are continuously differen-
tiable with respect to time and twice continuously differentiable with respect to the
space coordinates. Then in a second step, we choose a special series that converges
against the periodic solution with respect to the | · |2+α,G-norm in order to establish
the Schauder estimate (3.2).

Step i) We define J0 : C0(M)→ C0(M×[0, T ])∩C2,1(M×(0, T )) by J0(u0) := u,
where u is the unique solution to the initial value problem (SI), see Theorem 3.1. Then
we define J : C0(M)→ C0(M) by J(u0)(x) := J0(u0)(x, T ) = u(x, T ) for all x ∈M.
In the following we show that J is a contraction with contraction constant θJ <

1
2 .

Let w1, w2 ∈ C0(M) and w := w1 − w2, v := J(w1)− J(w2). We thus have to show
that

|v|0,M ≤ θJ |w|0,M

for some 0 ≤ θJ < 1
2 . Henceforward, the linear second order operator in (SP ) is

denoted by L, that is

Lu := ∆g(t)u− cu− ut.

Let ε ∈ ( ln 2
T , c0), then we obtain

Le−εt = εe−εt − ce−εt = (ε− c)e−εt

≤ (ε− c0)e−εt < 0.

Hence U± := ±(J0(w1)− J0(w2))− |w|0,Me−εt satisfies the conditions

LU± = ±(LJ0(w1)− LJ0(w2))− |w|0,MLe−εt

= ±(f − f)− |w|0,MLe−εt

= −|w|0,MLe−εt ≥ 0 in M× (0, T ).

Furthermore, we have

U±(·, 0) = ±(J0(w1)− J0(w2))(·, 0)− |w|0,M
= ±(w1 − w2)− |w|0,M
= ±w − |w|0,M ≤ 0 in M.(4.1)

Now we suppose that M± := max(x,t)∈M×[0,T ] U
±(x, t) > 0. Then M± must be

attained at a point (x∗, t∗) ∈ M × (0, T ]. It follows from the maximum principle,
see Lemma 2.6, that U±(x∗, 0) = M± > 0, which contradicts (4.1). Hence M± ≤ 0,
which means that U± ≤ 0 inM× [0, T ]. It follows that ±v ≤ |w|0,Me−εT onM, and

|v|0,M ≤ e−εT |w|0,M.

This shows that J is a contraction with constant θJ := e−εT < e−
ln 2
T T = 1

2 . Now we
define

B :=

{
u ∈ C0(M) : −

∫
M
udo0 = 0

}
,

and the operator K : B → C0(M) by

K(u0) = J(u0)−−
∫
M
J(u0)do0.
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In fact we have

−
∫
M
K(u0)do0 =

(
1−−

∫
M

1do0

)
−
∫
M
J(u0)do0 = 0.

Hence K : B → B. Obviously, (B, | · |0,M) is a (non-empty) Banach space. In the
following we show that K is a contraction. Let w1, w2 ∈ B. We thus have to show
that

|K(w1)−K(w2)|0,M ≤ θK |w1 − w2|0,M

for some 0 ≤ θK < 1. Using the fact that J is a contraction we obtain

|K(w1)−K(w2)|0,M = |J(w1)−−
∫
M
J(w1)do0 −

(
J(w2)−−

∫
M
J(w2)do0

)
|0,M

≤ |J(w1)− J(w2)|0,M + |−
∫
M
J(w1)− J(w2)do0|0,M

≤
(

1 +−
∫
M

1do0

)
|J(w1)− J(w2)|0,M

≤ 2θJ |w1 − w2|0,M.

We set θK := 2θJ < 1. Since K is a contraction with constant θK , it follows that
there is unique function u∗0 ∈ B with K(u∗0) = u∗0, that is

J(u∗0)−−
∫
M
J(u∗0)do0 = u∗0.

Now let u∗ := J0(u∗0). We then have

Lu∗ = f in M× (0, T ),

−
∫
M
u∗(·, 0)do0 = 0,

u∗(·, 0) = u∗0(·) = J(u∗0)−−
∫
M
J(u∗0)do0 = u∗(·, T )−−

∫
M
u∗(·, T )do0.

Now suppose û ∈ C0(M× [0, T ]) ∩ C2,1(M× (0, T )) is a solution of (SP ). Then we
have û0 := û(·, 0) ∈ B and û = J0(û0) as well as û(·, T ) = J(û0). Moreover, it follows
that

K(û0) = J(û0)−−
∫
M
J(û0)do0 = û(·, T )−−

∫
M
û(·, T )do0 = û0.

Therefore, we have û = u∗, which completes the first step of the proof.
Step ii) We now define w0 := 0 and wk+1 := K(wk) for k ∈ N0. By induction it

follows from Theorem 3.1 that J0(wk) ∈ H2+α(G). Moreover, we have

|K(wk+m)−K(wk)|2+α,M

≤ |J(wk+m)− J(wk)|2+α,M + |−
∫
M
J(wk+m)− J(wk)do0|0,M

≤ |J(wk+m)− J(wk)|2+α,M + |J(wk+m)− J(wk)|0,M
≤ 2|J(wk+m)− J(wk)|2+α,M

≤ 2|J0(wk+m)− J0(wk)|2+α,G .
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In the following we show that |J0(wk+m)− J0(wk)|2+α,G → 0 for k → ∞ and hence,
u∗0 = limk→∞ wk ∈ H2+α(M) as well as u∗ = J0(u∗0) ∈ H2+α(G) according to
Theorem 3.1. Furthermore, we then have u∗ = limk→∞ J0(wk). We now choose
ζ ∈ C∞([0, T ]) with ζ = 0 on [0, 1

3T ], ζ = 1 on [ 2
3T, T ] and ζ ′ ≥ 0. The function

ζ(J0(wk+1)− J0(wk)) then satisfies

L(ζ(J0(wk+1)− J0(wk))) = −ζ ′(J0(wk+1)− J0(wk)) in M× (0, T ),

(ζ(J0(wk+1)− J0(wk)))(·, 0) = 0 on M

From the Schauder estimate (3.1) it follows that

|ζ(J0(wk+1)− J0(wk))|2+α,G ≤ C|ζ ′(J0(wk+1)− J0(wk))|α,G
≤ C(ζ)|J0(wk+1)− J0(wk)|α,G ,

and hence,

|J(wk+1)− J(wk)|2+α,M ≤ |ζ(J0(wk+1)− J0(wk))|2+α,G

≤ C(ζ)|J0(wk+1)− J0(wk)|α,G .(4.2)

Since L(J0(wk+2)− J0(wk+1)) = 0, the estimate (3.1) also gives

|J0(wk+2)− J0(wk+1)|2+α,G ≤ C|wk+2 − wk+1|2+α,M ≤ C|K(wk+1)−K(wk)|2+α,M

≤ C|J(wk+1)− J(wk)|2+α,M

≤ C(ζ)|J0(wk+1)− J0(wk)|α,G ,

where we have used (4.2) in the last step. The interpolation estimate (2.6) then yields

|J0(wk+2)− J0(wk+1)|2+α,G

≤ C(ζ)ε1−α|J0(wk+1)− J0(wk)|2+α,G + C(ζ, ε)|J0(wk+1)− J0(wk)|0,G

Moreover, the maximum principle gives

|J0(wk+1)− J0(wk)|0,G ≤ |wk+1 − wk|0,M,

and hence,

|J0(wk+2)− J0(wk+1)|2+α,G

≤ C(ζ)ε1−α|J0(wk+1)− J0(wk)|2+α,G + C(ζ, ε)|wk+1 − wk|0,M.

Choosing ε > 0 such that C(ζ)ε1−α = θK and setting C∗ := C(ζ, ε) for this choice of
ε leads to

|J0(wk+2)− J0(wk+1)|2+α,G ≤ θK |J0(wk+1)− J0(wk)|2+α,G + C∗|wk+1 − wk|0,M.
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Since K is a contraction, we obtain |wk+j+1 − wk+j |0,M ≤ θk+j
K |w1 − w0|0,M and

|J0(wk+m+1)− J0(wk+1)|2+α,G ≤
m−1∑
j=0

|J0(wk+j+2)− J0(wk+j+1)|2+α,G

≤
m−1∑
j=0

{
θK |J0(wk+j+1)− J0(wk+j)|2+α,G + C∗θk+j

K |w1 − w0|0,M
}

≤
m−1∑
j=0

{
θk+j+1
K |J0(w1)− J0(w0)|2+α,G + C∗(k + j + 1)θk+j

K |w1 − w0|0,M
}

≤ |J0(w1)− J0(w0)|2+α,G
θk+1
K − θk+m+1

K

1− θK
+ C∗|w1 − w0|0,M

∂

∂θK

θk+1
K − θk+m+1

K

1− θK

≤ |J0(w1)− J0(w0)|2+α,G
θk+1
K

1− θK
+ C∗|w1 − w0|0,M

(k + 1)θkK
(1− θK)2

,

which converges to 0 for k → ∞. Therefore, the periodic solution u∗ = J0(u∗0) is in
H2+α(G) and

|J0(u∗0)− J0(w1)|2+α,G ≤ |J0(w1)− J0(w0)|2+α,G
θK

1− θK
+ |w1 − w0|0,M

C∗

(1− θK)2
.

Since w0 = 0 and |w1|2+α,M ≤ C|J0(w0)|2+α,G ≤ C|f |α,G , as well as

|J0(w1)|2+α,G ≤ C(|f |α,G + |w1|2+α,M) ≤ C|f |α,G ,
|J0(w1)− J0(w0)|2+α,G ≤ C|w1|2+α,M ≤ C|f |α,G ,

which hold because of (3.1), we finally obtain the estimate

|u∗|2+α,G ≤ C|f |α,G .

�
Proof of Proposition 3.3 Since u solves the non-homogeneous problem if and only
if ũ := u− c solves the problem

∆g(t)ũ− cũ− ũt = f + cc,

−
∫
M
ũ(·, 0)do0 = 0,

ũ(·, 0) = ũ(·, T )−−
∫
M
ũ(·, T )do0,

we can assume without loss of generality that c = 0. Now, let B̂ := {u ∈ H2+α(G) :
−
∫
M u(·, 0)do0 = 0 and u(·, 0) = u(·, T )−−

∫
M u(·, T )do0 onM} and let LT : B̂ → Hα(G)

be the linear second order operator defined by

LTu = ∆g(t)u−
1

T
u− ut.

According to Proposition 3.2 the operator LT is invertible and the inverse operator
L−1
T is continuous. Hence, we can define the operator K : Hα(G) → B̂ ⊂ Hα(G) by

Ku := L−1
T

(
1
T u− cu

)
. Because of the Schauder estimate (3.2) and the fact that B̂
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is compactly embedded in Hα(G) this is a compact operator. The equation ∆g(t)u−
cu− ut = f is equivalent to

LTu+

(
1

T
− c

)
u = f

⇔ u+Ku = L−1
T f.

Since 1l+K is a Fredholm operator, the second equation has a solution if and only if
(1l+K)u = 0 implies u = 0. The standard Fredholm theory therefore gives the result.
�
Proof of Corollary 3.4 Because of the Fredholm alternative in Proposition 3.3 we
only have to establish uniqueness of the homogeneous problem. Suppose we have
a solution ϕ ∈ H2+α(G) of the homogeneous problem. Because of the maximum
principle, see Lemma 2.6, we then have

max
M

ϕ(·, 0) ≥ max
M

ϕ(·, T ) = max
M

(
ϕ(·, 0) +−

∫
M
ϕ(·, T )do0

)
= max
M

ϕ(·, 0) +−
∫
M
ϕ(·, T )do0,

and hence, −
∫
M ϕ(·, T )do0 ≤ 0. In the same way we obtain

max
M

(−ϕ(·, 0)) ≥ max
M

(−ϕ(·, 0))−−
∫
M
ϕ(·, T )do0

and −
∫
M ϕ(·, T )do0 ≥ 0. It follows that −

∫
M ϕ(·, T )do0 = 0 and hence, ϕ(·, 0) = ϕ(·, T )

on M. Moreover, we know from the strong maximum principle that either ϕ is
constant or maxM ϕ(·, T ) < maxM ϕ(·, 0). Therefore, ϕ has to be constant. From
−
∫
M ϕ(·, 0)do0 = 0 it then follows that ϕ = 0. �

Proof of Theorem 3.5 The second statement easily follows from the first statement
and the fact that∫

M
u(·, T )do0 =

∫
M
u(·, T )do(T ) =

∫
M
u(·, 0)do(0) +

∫ T

0

d

dt

∫
M
u(·, t)do(t)dt

= c|M|+
∫ T

0

d

dt

∫
M
u(·, t)do(t)dt

= c|M|+
∫ T

0

∫
M
ut + 1

2 trg(gt)udo(t)dt

= c|M|+
∫ T

0

∫
M

∆g(t)udo(t)−
∫ T

0

∫
M
fdo(t) = c|M|,

that is −
∫
M u(·, T )do0 = c and hence, u(·, 0) = u(·, T ). In order to prove the first

statement, we mention that according to Proposition 3.3, it suffices to prove the
uniqueness result for the homogeneous equation, that is f = 0 and c = 0. Let
u ∈ H2+α(G) be a solution of the homogeneous problem. As above, we obtain u(·, 0) =
u(·, T ) on M. Next, we choose ϕ ∈ H2+α(G) such that

∆g(t)ϕ+ ϕt = u in M× (0, T ),

−
∫
M
ϕ(·, T )do0 = 0,

ϕ(·, T ) = ϕ(·, 0)−−
∫
M
ϕ(·, 0)do0 on M.
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According to Corollary 3.4 such a solution exists if we choose f = u in (3.3). We then
obtain

0 =

∫ T

0

∫
M

(
∆g(t)u− 1

2 trg(gt)u− ut
)
ϕdo(t)dt

=

∫ T

0

∫
M
u(∆g(t)ϕ+ ϕt)do(t)dt−

∫ T

0

∫
M

1
2 trg(gt)uϕ+ (uϕ)tdo(t)dt

=

∫ T

0

∫
M
u(∆g(t)ϕ+ ϕt)do(t)dt−

∫ T

0

d

dt

∫
M
uϕdo(t)dt

=

∫ T

0

∫
M
|u|2do(t)dt−

∫
M
u(·, T )ϕ(·, T )do(T ) +

∫
M
u(·, 0)ϕ(·, 0)do(0)

=

∫ T

0

∫
M
|u|2do(t)dt−

∫
M
u(·, 0)ϕ(·, T )do(0) +

∫
M
u(·, 0)ϕ(·, 0)do(0)

=

∫ T

0

∫
M
|u|2do(t)dt−

∫
M
u(·, 0)(ϕ(·, T )− ϕ(·, 0))do(0)

=

∫ T

0

∫
M
|u|2do(t)dt+

∫
M
u(·, 0)do0−

∫
M
ϕ(·, 0)do0 =

∫ T

0

∫
M
|u|2do(t)dt

Hence, we have u = 0. This completes the proof of the claim. �
Proof of Theorem 3.6 The Theorem directly follows from Lemma 2.5 and Theorem
3.5. �

5. Appendix. In this section, we show that solving a parabolic partial differen-
tial equation (PDE) on the hypersurface M⊂ Rn+1 is, in a certain sense, equivalent
to solving a related parabolic PDE on an open neighbourhood of M ⊂ Rn+1. The
main advantage of this approach is that the well-established machinery of parabolic
PDEs on (n + 1)-dimensional domains of Rn+1 can be immediately applied after a
suitable PDE on the open neighbourhood has been found. The main task therefore
remains to formulate a PDE on an open neighbourhood ofM from which the solution
of the PDE on M can be extracted.

To motivate the idea, we first have a look at the following second-order parabolic
PDE on the n-dimensional hyperplane M0 := {x ∈ Rn+1 : xn+1 = 0}

(P ) =

{
∆M0

u− ut = f in M0 × (0, T ),

u(·, 0) = u0(·) on M0,

where ∆M0
u =

∑n
i=1 uxixi denotes the standard Laplacian on M0. Now, let u ∈

C0(M0 × [0, T ]) ∩C2,1(M0 × (0, T )) be a solution to this problem. Furthermore, let
Nδ := {x ∈ Rn+1 : |xn+1| < δ} be an open neighbourhood of width δ around M0.
The function ul : N δ × [0, T ]→ R defined by ul(x, t) := u(x, t) with x = (x, xn+1) is
then a solution to the following (strongly) parabolic initial value boundary problem

(P l) =


∆û− ût = f l in Nδ × (0, T ),

ûxn+1
= 0 on ∂Nδ × (0, T ),

û(·, 0) = ul0(·) on Nδ.

Here, f l : Nδ × (0, T ) → R and ul0 : Nδ → R are defined by f l(x, t) := f(x, t) and

ul0(x) := u0(x), respectively. ∆û =
∑n+1
i=0 ûxixi denotes the standard Laplacian on
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Rn+1. Obviously, we have ∆ul(x, t) = ∆M0
u(x, t) + ulxn+1xn+1

(x, t) = ∆M0
u(x, t)

since ulxn+1
= 0 on Nδ× (0, T ). Conversely, let û ∈ C0(N δ× [0, T ])∩C2,1(Nδ× (0, T ))

be a solution of the lifted PDE (P l). Then the function u :M0 × [0, T ]→ R defined

by u(x, t) := 1
2δ

∫ δ
−δ û((x, s), t)ds for all (x, t) ∈M0 × [0, T ] is a solution to (P ). This

easily follows from f(x, t) = 1
2δ

∫ δ
−δ f

l((x, s), t)ds, u0(x) = 1
2δ

∫ δ
−δ u

l
0(x, s)ds and the

fact that

1
2δ

∫ δ

−δ
∆û((x, s), t)− ût((x, s), t)ds

= 1
2δ

n+1∑
i=1

∫ δ

−δ
ûxixi((x, s), t)ds− 1

2δ

∫ δ

−δ
ût((x, s), t)ds

= 1
2δ

n∑
i=1

∂2

∂x2
i

∫ δ

−δ
ûxixi((x, s), t)ds+ 1

2δ

(
ûxn+1((x, δ), t)− ûxn+1((x,−δ), t)

)
− 1

2δ

∂

∂t

∫ δ

−δ
û((x, s), t)ds

=

n∑
i=1

uxixi(x, t)− ut(x, t)

for all (x, t) ∈M0 × (0, T ).
Now we want to use this idea for the following second-order parabolic PDE on

the closed hypersurface M⊂ Rn+1

(S) =

{
Lu = f in M× (0, T ),

u(·, 0) = u0(·) on M,

where

Lu := ∆g(t)u+ w · ∇Mu− cu− ut.

Here ∆g(t)u = Dα

(
GαβDβu

)
+ 1

2PαγG
γηGβρDβGαηDρu denotes the Laplacian with

respect to a (sufficiently) smooth time-dependent Riemannian metric g(t) on M,
where the map G(t) is the Cartesian representation of g(t) as defined in (2.13). w is
a given vector field on M. The corresponding lifted second-order parabolic PDE is
then given by

(Sl) =


L̂û = f l in Nδ × (0, T ),

∂û

∂ν
= 0 on ∂Nδ × (0, T ),

û(·, 0) = ul0(·) on Nδ,

where Nδ is the open strip of width δ around M defined in (2.2), and f l(x, t) :=
f(a(x), t) as well as ul0(x, t) := u(a(x), t) are the lifted data. In order to define an
appropriate parabolic operator L̂ on Nδ, we first introduce the parallel hypersurfaces
Ms := {a + sν(a) : a ∈ M} for |s| < δ and the bijective projections as : Ms → M
defined by as := a|Ms

. Obviously, we have Nδ =
⋃
|s|<δMs. On Ms we introduce

the rescaled tangential gradient for differentiable functions û by

∇̃Ms
û(xs) := (1l− d(xs)H(xs))

−1∇Ms
û(xs), ∀xs ∈Ms,∀s ∈ (−δ, δ).
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For δ > 0 sufficiently small the map (1l − dH)(xs) is indeed invertible, see [4] for

further details. The Cartesian components of the rescaled tangential gradient ∇̃Ms û
are denoted by  D̃1û

...

D̃n+1û

 := ∇̃Ms
û.

We then define the parabolic operator L̂ by

L̂û =D̃α

(
GlαβD̃β û

)
+

1

2
PαγG

lγηGlβρD̃βG
l
αηD̃ρû+

∂2û

∂ν2
+ wl · ∇̃Ms

û− clû− ût,

(5.1)

where Glαβ denotes the components of (Gl)−1 and Glαβ denotes the components of

Gl(x, t) := G(a(x), t). Furthermore, wl(x, t) := w(a(x), t) and cl(x, t) := c(a(x), t).
Below we show that for û = ul(x, s) := u(a(x), t) we have

L̂ul(x, t) = Lu(a(x), t), ∀x ∈ Nδ.(5.2)

Moreover, we have ∂ul

∂ν = 0, since ul(a+ sν(a)) = u(a) for all a ∈ M, |s| < δ. Using
these facts, it is easy to show that ul is a solution to (Sl) if u is a solution to (S).

Now suppose that û : N δ × [0, T ] → Rn+1 is a solution to (Sl). In this case we
define u :M× [0, T ]→ R by

u(a, t) :=
1

2δ

∫ δ

−δ
û(a+ sν(a), t)ds, ∀(a, t) ∈M× [0, T ].

In order to see that u satisfies (S), we introduce the family of functions ũs : M×
[0, T ]→ R for s ∈ [−δ, δ] defined by

(5.3) ũs(a, t) := û(a+ sν(a), t), ∀(a, t) ∈M× [0, T ],∀s ∈ [−δ, δ].

We need this definition, because it is a priori not clear whether û is constant in the
normal direction. Obviously, we have

(5.4) û|Ms
= ũls|Ms

.

Since the tangential gradient ∇̃Ms
only depends on the values of û onMs, we obtain

L̂û(xs, t) = L̂ũls(xs, t)−
∂2ũls
∂ν2

(xs, t) +
∂2û

∂ν2
(xs, t)

= Lũs(a(xs), t) +
∂2ũs
∂s2

(a(xs), t), ∀xs ∈Ms,∀s ∈ (−δ, δ),

where we have used formula (5.2),
∂ũls
∂ν = 0 and ∂2û

∂ν2 (xs, t) = ∂2ũs
∂s2 (a(xs), t) in the last
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step. It follows that for all a ∈M and t ∈ (0, T ) we have

f(a, t) =
1

2δ

∫ δ

−δ
f l(a+ sν(a), t)ds =

1

2δ

∫ δ

−δ
L̂û(a+ sν(a), t)ds

=
1

2δ

∫ δ

−δ
Lũs(a, t)ds+

1

2δ

∫ δ

−δ

∂2ũs
∂s2

(a, t)ds

=
1

2δ
L

∫ δ

−δ
ũs(a, t)ds

= (Lu)(a, t),

where the term
∫ δ
−δ

∂2ũs
∂s2 ds vanishes, because of the Neumann boundary condition in

(Sl). Hence, u = 1
2δ

∫ δ
−δ ũsds is a solution to (S) if û is a solution to the lifted problem

(Sl). From the uniqueness of solutions to (Sl) it follows that û = ul, which shows
that û has to be constant in the normal direction.

In the following, we prove formula (5.2) and show that L̂ is in fact a strongly
parabolic second-order operator on Nδ. First, it is easy to show that the tangential
gradient of the projection a is given by

∇Ms
a(xs) = P (xs)− d(xs)H(xs), ∀xs ∈Ms.

Using the fact that the ν(x) = ν(a(x)) and P (x) = P (a(x)), it follows that for
ul(·, t) := u(a(·), t) the following identity hold

∇Ms
ul(xs, t) = (1l− d(xs)H(xs))∇Mu(a(xs), t).

Hence, ∀(xs, t) ∈Ms × [0, T ] we have

(5.5) ∇Mu(a(xs), t) = (1l− d(xs)H(xs))
−1∇Ms

ul(xs, t) = ∇̃Ms
ul(xs, t),

or (∇Mu)l = ∇̃Ms
ul, respectively. From this result and the fact that ∂ul

∂ν = 0 we
directly obtain that

L̂ul(x, t) =D̃α

(
GlαβD̃βu

l
)

(x, t) +
1

2
(PαγG

lγηGlβρD̃βG
l
αηD̃ρu

l)(x, t)

+ wl(x, t) · ∇̃Msu
l(x, t)− cl(x, t)ul(x, t)− ult(x, t)

=Dα

(
GαβDβu

)
(a(x), t) +

1

2
(PαγG

γηGβρDβGαηDρu)(a(x), t)

+ w(a(x), t) · ∇Mu(a(x), t)− c(a(x), t)u(a(x), t)− ut(a(x), t)

=Lu(a(x), t).

In order to see that the operator L̂ is strongly parabolic, we consider the second-order
terms in (5.1). Using the notation A(x) := (1l− dH)(x) for all x ∈ Nδ as well as

(Aαβ)α,β=1,...,n+1 := A,
(
Aαβ

)
α,β=1,...,n+1

:= A−1,
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for the components of A and A−1, we obtain

D̃α(GlαβD̃β û) +
∂2û

∂ν2
= AαρPρηDη(GlαβAβκPκιDιû) +

∂2û

∂ν2

= AαρDρ(G
lαβAβιDιû)−AαρνρνηDη(GlαβAβιDιû)−AαρDρ(G

lαβAβκνκνιDιû)

+AαρνρνηDη(GlαβAβκνκνιDιû) +
∂2û

∂ν2

= AαρDρ(G
lαβAβιDιû)− νανηDη(GlαβAβιDιû)−AαρDρ(νανιDιû)

+ νανηDη(νανιDιû) +
∂2û

∂ν2

= AαρDρ(G
lαβAβιDιû)− νηDη(νιDιû) +GlαβAβινηDηναDιû− νρDρ(νιDιû)

−AαρDρνανιDιû+ νηDη(νιDιû) + νανηDηνανιDιû+
∂2û

∂ν2

= AαρDρ(G
lαβAβιDιû)−AαρDρνανιDιû

= AαρDρ(G
lαβAβιDιû)− (∇̃Ms · ν)

∂

∂ν
û

= AραGlαβAβιDρDιû+AαρDρ(G
lαβAβι)Dιû− (∇̃Ms

· ν)
∂

∂ν
û.

Here we have used the fact that (Gl)−1ν = ν and A−1ν = ν as well as ∂ν
∂ν = 0. For

G = 1l, this identity simplifies to

(5.6) D̃αD̃αû+
∂2û

∂ν2
= AραAαιDρDιû+AαρDρA

αιDιû− (∇̃Ms
· ν)

∂

∂ν
û.

Remark 5.1. A similar extension idea has been used only recently to develop
numerical schemes for the simulation of geometric PDEs on surfaces, see [15]. The
model problem considered in [15] is the following elliptic problem

∆Γu− cu = f on Γ.

Using our notation, the authors propose the following non-degenerate extended equa-
tions

∇ · (µA−2∇û)− µclû = µf l in Nδ,
∂û

∂ν
= 0 on ∂Nδ,

where µ = detA. This problem is of course equivalent to the problem

1

µ
∇ · (µA−2∇û)− clû = f l in Nδ

with zero Neumann boundary conditions. A long calculation now reveals that in the
case of G = 1l and w = 0 the resulting elliptic part of our parabolic operator L̂ in
(5.1) indeed reduces to the operator 1

µ∇ · (µA
−2∇û)− clû,

1

µ
∇ · (µA−2∇û) =

1

µ
Dα(µAαβAβγDγ û)

= AαβAβγDαDγ û+AαβDαA
βγDγ û+DαA

αβAβγDγ û+
1

µ
DαµA

αβAβγDγ û

= AαβAβγDαDγ û+AαβDαA
βγDγ û−AκιDκνι

∂

∂ν
û,
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since

DαA
αβAβγDγ û+

1

µ
DαµA

αβAβγDγ û

= −AακAβιDαAκιA
βγDγ û+AκιDαAκιA

αβAβγDγ û

= AακDα(dHκι)AιβAβγDγ û−AκιDα(dHκι)AαβAβγDγ û

= AακναHκιAιβAβγDγ û+ dAακDαDκDιdA
ιβAβγDγ û

−AκιναHκιAαβAβγDγ û− dAκιDαDκDιdA
αβAβγDγ û

= dAακDιDαDκdA
ιβAβγDγ û−AκιHκινγDγ û− dAκιDαDκDιdA

αβAβγDγ û

= −AκιDκνι
∂

∂ν
û.

From (5.6) it hence follows that

1

µ
∇ · (µA−2∇û) = D̃αD̃αû+

∂2û

∂ν2
.
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