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Abstract

Starting from the wave equation for a medium with material properties that vary
periodically, we study a system of recurrence relations that describe propagation of wave
packets that oscillate on the microscale (i.e. on lengths of the order of the period of
the medium) and vary slowly on the macroscale (i.e. on lengths that contain a large
number of periods). The resulting equations contain a version of the geometric optics
and the overall energy transport description for periodic media.

1 Introduction

In the present article we study wave propagation through periodic composites. In particular,
we are interested in wave-packet-like solutions u = u(z,t,¢) (i.e. u(-,t,e) € L?(RY) for all
(t,€)) to the wave equation

ugy — e2divy A(x/e)Vau = 0, (1)

where A is a uniformly positive-definite 1-periodic smooth matrix function. We will assume
that AT = A everywhere. Our aim is to develop a general asymptotic theory for wave
packets that oscillate on the scale e of the period in the coefficients of (1) with an amplitude
that “varies slowly”, i.e. whose gradient is of the order O(1) as e — 0.

Our formal asymptotic expansion (see (3), (7)) is a generalisation of the series adopted
by Allaire, Palombaro and Rauch in [1], [2], [3], where solutions to the Cauchy problem
for (1) with “specially prepared” initial conditions are analysed in the regimes ¢ = O(1),
t = O(e71) as € — 0. We do not make any assumptions about the initial data, except for
those that are required by the standard existence theory.

Our asymptotic procedure results in the eikonal equation (11), which is similar to the
equation (35) in [2] but involves in addition the dependence of its solution on the “quasimo-
mentum” s in the integral representation (3). We consider general solutions to (11) which
provide a general form of the amplitude function u(9) satisfying the transport equation (22).
Our analysis of the “Gelfand transform” 4 in (3) is supplemented by the use of the method
of stationary phase in order to provide the general asymptotic form (see Section 4) for a
rapidly oscillating wavetrain with a slowly varying amplitude.



We conclude our analysis by the derivation of the propagation properties of the quasimo-
mentum s, the “local wavenumber” k and the “energy” [ |u|?, see Sections 5, 6. We show
that these take place with the “group velocity” Q' calculated at the given “macroscopic
location” z, see (11).

2 One-dimensional formulation

In the present paper we focus on the (141)-version (i.e. d = 1) of the equation (1), where
A is a scalar, for which we use the letter a:

U — €2 (a(-/s)ux)m =0. (2)

Here a is a positive bounded scalar function with a bounded inverse.
Note first that © = u® can be written in the form

€ — [ alz® et
u(z,t) = //u(ac, E,t, %,5) exp(u:E)d%, (3)

where @ is the scaled Gelfand transform (see [6], [4]) of the function u with respect to the
spatial variable x, written in the two-scale form:

a(z,y,t,5,e) = 4 Z u(x 4+ en,t) exp[—i(y + n)] x, wxeQ =0, o). (4)
neL

The equation (2) implies that for each » € @’ the function u(x,z/e,t, 5, ¢), which is e-
periodic in z, satisfies the equation

d d
Ut — <6dx + i%)a(x/s) <€da: + i%>ﬁ =0.
Introducing the “slow time” et = 7 results in an equation for the function a(7) := a(7/e) :
N a . d . \.
20y, — <€dx + 1%>a(x/5) <€dgc + 1%>u =0, (5)
which we analyse in the next section.

Remark 2.1. For each value of » € Q', both real and imaginary parts of the “elementary
Floquet solution”

u(x,t, s,€) = ﬁ(x, E,t, », 5) exp (i%g) (6)
€ €

is a solution to the original equation (2).

3 Asymptotic expansion

We are looking to determine a more specific form of the solution « to (5), as a (formal)
asymptotic expansion in powers of the small parameter e:

w(z,T,,€) = exp<—;q)(:r,7, x, 5)> ZE”L{(”) (:E, ;T, %) (7)

n=0



Remark 3.1. By representing @ in the form (7) we make an implicit “slow time” assump-
tion, namely, the phase velocity ®;1®, is much smaller than e~* as € — 0. In other words,
the “typical relaxation time” of the solution w is much larger than the typical time it takes
for the solution to travel across the e-periodicity cell.

Next, we write the phase function ® as a power expansion with respect to the parameter

€
o0

(a7, 56) = 3 e (7, 32). (8)
n=0

In the following we always assume that the terms (pfcn), n = 0,1,2,..., in the power

expansion for “local wavenumber” are uniformly bounded below in absolute value, for
(z,t,2) € R x R x @'. Under this assumption the requirement of Remark 3.1 is satisfied,
and in fact for small values of ¢ the phase velocity ®,1®, is of the order Q(1).

3.1 Eikonal equation for the phase function

Substituting (7)—(8) into the equation (5) yields a system of recurrence relations for the
amplitude Y™ = Y™ (ey,y, T, ») and the phase <p(") = 4,0(") (ey, T, ) coefficients in the
series (7)—(8). Here ey = x is the “slow” variable and y = z/¢ is the “fast” variable in the
spatial behaviour of the solution u to the equation (2).

In particular, at the order €° we obtain

d d
~ (U ~ <dy Y- igoéo)>a(y) <dy +is — icpéo))U(O) =0, (9)

i.e. on the microscale, in the vicinity of the point x at time 7, the leading-order amplitude
U behaves as an eigenfunction of the differential operator

d d
p— JE— 3 — ] (0) JE— 3 p— 1 (O)
< y—l—l% 1p,, )a(y)( y-l—l% 1p,, ),

corresponding to the value s of the “quasimomentum”.
Hence we write

U (x,y,7,%) = u(® (x, T, %)U(O) (y, Q(% — <p(0))), (10)

x
and the function ¢ solves the equation
PO = 20 (3 — 7). (11)

where U©) = 7 © (y, Q) is a normalised eigenfunction in (9) corresponding to the eigenvalue
02 =02 (% — gpg(no)), i.e. one has

- (d + i — i¢;0)>a(y) <d + i — igogco))U(O) = 02U, / ’U(O)(y, Q)‘Qdy =1. (12)
dy dy Q

In what follows we choose €2 to be the positive root of the eigenvalue Q2 in (12). Also, in
all formulae containing “+” or “F”, the upper sign corresponds to the choice of “+” in (11)
and the lower sign corresponds to the choice of “—".



Differentiating (11) with respect to 7 and z in turn, we obtain
Pl = Fl0Y

and
<p(T?C) = :I:[Q(% - ('0;0))]:(: =: £,

respectively. Henceforth, the values of {2 and its derivatives are taken at the point » —
©O)(x, 7, 5). Combining these two equations yields

1
o) = -0, = - [07],. (13)
We will use this result to simplify the equation (21) in the next section.

3.2 Transport equation for the overall amplitude

Further, collecting the terms of order ! yields
—( (0)) u® — <c§iy + i — 1¢;O)> (y )<CZJ + i — 1@560)>Z/{( )

_ ( oD 4 205(0) 0 )>u<o> T 20O — 550 g (y)s©

+{a(y) <ddy + iz — igogco)) + (CZ/ + i — icpgﬁo)>a(y)}l/{£0)
—ipM{ a(y) 4 +is—ip® ) + a4 + i3 — i a(y) 4@
which we re-write using the representation (10), as follows:
Oy _ (L4, 0 10 gy
— (¢t ) U <dy + i — iy, )a(y)(dy +ix —ipy’ |U

— (w“) + 200 (1)) OO 4 210y OTO) — 2O Oy, ©)

T

—ip DO q(y) U + {a(y) <j + iz — ip0 )> + <j + i — igog(go))a(y)}ug(gO)U(o)
Yy Y
d . 0 d . O ©0)770) oy, ,(0)
+1 a(y) @—H%—upm + @+1%—1¢m a(y) pu Uy Qs

d d
1%(51){ (y )<dy +ix — 14,0;(,,,0)> + (dy + i — icpgo)>a(y)}u(0)U(0). (14)

We treat (14) as an equation for /(1) hence we write the condition of solvability of (14).
To this end we multiply (14) by the complex conjugate of the function U found at the
previous step and integrate the result with respect to the variable y € @ = [0,1)%. Using
the eigenfunction equation (12) yields

<1¢gg+2¢<0)¢( )) 0) 4 25504, (0) — 2i(0),O) gy ()/cgUéO)U() 14)05[;(2/62@(1/)‘(](0)}2



d d ——

+u;0>/{a <+i%—i gn) + (+i%—i ;0>>a }U<0>U(0>
0 () i ¢ a ez |a(y)
—u(O)ngogi)/ a(y) i-H%—icpg(,:o) + i—ki%—igogo) a(y) US”W
0 dy dy
—ip(D, () / {a(y) <; +isx — icpgo)> + (j + i — igpg(co)>a(y)}U(0)U(0) =0. (15)
Q Y Y
Lemma 3.2. The expression

gl(l’,yﬂ—, %) = _i/ UK(ZO)U(O)
Q

15 real-valued.

Proof. Notice that

d 7700) 0)77(0) +7(0)
OZCZQ/ U<°>U<0):/ U5g>U<o>+/ vOyL
Q Q Q

— / vPuO + / vOu — o / vV ),
Q Q Q

O
Considering the real part of (15) results in an equation for Lpgl) :
200N + 200000 gy
1 (0) SRV () LSRN () 070
—Q'p /R a(y)| — +ix—ipy’ | + | —— +ix —ipy’ |aly) Uy U
Q dy dy
+2g0501)%/ a(y) (jy +ix — igagjo)> U@y =, (16)
Q

while taking the imaginary part of (15) yields an equation for u(® -

P20+ 26000 - 9 [ a0 + 2003 [ al) (5 + i~ 16 JUOTO
Q Q

~ Qs /

Q{a(y) (cfy + i3 — igogco)> + <6;IIU + i — icpgno)>a(y)}U§(20)U0. (17)

Notice that

(3 [ atn( 4+ =160 )00TO) =0 [ at o
Q Y z Q

—Q’cpg(cox)%/Qa(y) (CZ/ + iz — i(pg:o)> UéO)U(O) - Q’gp&?% /Q a(y) <c§ly + i — icpg))> U(O)US(ZO),

which is the sum of the third and fifth terms in (17). Hence, we obtain

BONOMPHOMOMPHOR /

a(y) <d + i — igog’)) uOy©)
Q dy
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+u(® (%/ a(y) (d + i — i(pfﬁ) U(O)U(O)> =0,
Q dy x

or, after multiplication by u© and using the product rule,

[@0] -+ [0S [ o (i )o0TT] <0

which is a transport equation for (u(o))2. Finally, we use the following statement.

Lemma 3.3. The formula

%/ a(y) <ddy + i — icpgo)>U<0>U<® _1 (©%), (19)
Q

O |

(0)

holds, where the right-hand side is evaluated at > — py’ (z,T, ).

Proof. Differentiating with respect to > the eigenvalue equation (12), we obtain
—i(1 - QDC(CO}B) {a(y) <ddy + i — icpgo)> + (CZ/ + i — igpfco)> a(y)}U(O)

d d d d
= 4 — i 4 —i100 ) g = (1 = L) (%) y© 2 2y
< y + 12 — 1y, )a(y)( ” + 12 — 1y, ) > (1 gox%) (Q ) +Q > .

Multiplying both sides of the last equation by U(9), integrating by parts in the last term on
the left-hand side and using once again the eigenvalue equation (12) yields

—i(1-¢9) / {a(y) <d +i%—igp§9>> + <d+i%—i¢;0>>a(y)}U<0>U<0) = (1-¢9)(0%)".
Q dy dy

Finally, we obtain (19) by noticing that
/Q{a(y) (Z/ +is — igpg(co)> + <dC; + i — i¢g0)>a(y)}U(0)U(0)

= Zi%/ a(y) (d + i — igofto)>U(0)U(0).
Q dy

O
Combining (18) and Lemma 3.3 we obtain
[(W@)%0) + 2 [@®) @] =o. (20)
Using the product rule we re-write (20) as
(09 + 0'0,) (@) + [(u@))?} o0+ [i(u@))?fz’]m(im —0, (21)
where the first term vanishes in view of (13), and hence
[(u@))?Lap@ + [i(u(o))2Q’L(iQ) —0.
Finally, using (11) results in
[(u@)Q]T + [i (u(o))QQ’L =0, (22)

which is the transport equation for the modulating function u©) = 40 (x, T, ).



3.3 Formula for the leading-order term in (3)

Summarising, the leading-order term in (3) is given by

/u(o) (x,et, ») U <§, Q(m, »— gogco) (z, et, %))) exp [—;9(30, et, %)] ds, (23)
Q/

where u(9) is the “amplitude” of the “asymptotic elementary solution”, given by the equation
(20), and
O(x,T,5) = go(o)(w, T, %) — nx, T =IL¢, (24)

is the “phase” of the solution. Recall that for all values of Q the eigenfunction U (-, Q)
is @-periodic. The expression under the integral in (23) is the leading-order term, with
respect to the small parameter ¢, of the elementary solution (6) for each value of .

4 Asymptotic analysis of the leading-order term as ¢ — 0

The main contribution to the integral (23) is given by the neighbourhoods of the points
s = 7 for which the phase function 6 is “stationary”, i.e.

0.(v,7,2) =0, 7=c¢t,
which in view of (24) is written as
(PEE))(ZL’,T,%) =T (25)

Using the standard formulae (see e.g. [5, Section 2.9]) of the method of stationary phase,
in combination with the argument of [7, Appendix C], we write, as € — 0 :

uf (1) ~ u (z, et, %)<U O, 2,0 = o0, 2, fr)))>

27T |: 1 (0) R s (0) R
X, [ —————exp|——13 " (x,et, ) + —sgn(p;L(z,et, i) , (26)
goﬁ?;),(m, et, i) 5{ 4 ( )}

where we substitute 5z = s(z, et) from (25) and “sgn” stands for the sign function.

5 Propagation of the local values of the quasimomentum i
and wavenumber k£

In what follows we continue using the notation 7 = et whenever applicable. Note that the
equation (11) can be written as

w = FQk). (27)

where we denote by
w=w(z,T, %) =—0(x,7,%) = —gogo)(x,r, ), (28)
k=k(x,7,%):=—0,(x,7,%) = 2 — gpg(co) (x, T, ) (29)



the local values of “frequency” and “wavenumber” in a nonuniform wavetrain, in particular,
in a “wave packet” such as (26), c¢f. [8]. We assume that for all z,7, s the “ampltude
function” u(® does not include any phase of the function @ by requiring that

ne (x,7,) = ‘u(o) (x, T, %)|

This requirement is met by including the expression for the corresponding phase into the
function ¢(©).
Differentiating the equation (27) with respect to s yields

W, = Fh, L. (30)

For the function sz = 3(x,7) describing the stationary value of s in (25), one has, by
differentiating (25) with respect to =,

o0+ e = 1,

or, equivalently, by additionally using (29),

9059/){%:0 = k.. (31)

Further, differentiating (25) with respect to 7 for fixed z, we write

A+ 3 =0,

from where, using the definition (28), we obtain

wy — W3 = 0. (32)

Finally, combining (32), (30) and (31) yields

()0540;)(%7 = Wy = :Fk%Q/ = :FSOE?;Z%CQ/,

and hence
s+ 3,0 =0, (33)

assuming that 80222 does not vanish in the domain of ¢(9). A version of the transport equation

kr £ ko = 0, (34)
for the local wave number described in [8] also holds for the quantity & given by (cf. (29))

/;:(x,T) = k(m,T, %(13,7')) = x(x,7) — cp(o) (m,T, %(m,T)),

xT

namely

fer £ kY = 0.
This is obtained immediately by differentiating the equation (cf. (27))

&

= $Q(l§:), W= w(a:, T, ﬁr(w,T))
with respect to x, and by noting first that

O ¢ (35)

Tx

Wy = —0rp = kr :Soz(pg') = :|:g0



in view of (28), (29), (11), and second that
= -0 = F(1- oD

in view of (11).

The equations (33) and (34) are interpreted in the sense that the local quasimomentum
and the local wavenumber k propagate at each point (x 7) with the “group velocity” € (k:)
As we shall see in the next section, the quantity Q’(k) describes the speed of propagation
of the wave energy in the wave-train: the amount of the energy carried between two points
moving with group velocities remains unchanged with time.

6 Transport of amplitude

First we note that the points x that have a fixed value of » are transported with the group
velocity €' (k). Indeed, differentiating (25) with respect to 7 for fixed s we write

oiar + o) =z
At the same time, differentiating (11) with respect to » we obtain
PO = (1 -0,
Combining the above two equalities yields
(1= ¢Dzr = (1 - ),

(0)

where ' is evaluated at the point sc— ¢y’ ((T, %), T, ), and hence (assuming that (p ;é 1)
T (7, 5) = iQ,a (36)

as claimed.

Now, consider the integral of the modulus of the solution u® squared, between any two
points z; = z1(7), x2 = x2(7) moving with group velocities corresponding to the values
71 9 of the quasimomentum (and hence have the local values of the quasimomentum
3(x1,7) = s, 3(x2,T) = 5 constant in time):

z2(T)
Q(T) ::/ " ‘ug(a:)‘gd:c

z2(7)
o, (“(0)(9”’“’2>>2<U(°’(»%—so;m(x,f,%))f(O)(d"ﬂ,

1 (7) iere(, T, 32)

(37)

ase — 0.
Making the change of the variable from z to > according to the equation (25) results in

Q1) ~ 27 /%2 (u(o) (at(T, %), T, %))

Eal

2

F(];Z(T, %)) (1 — gpﬁ?} (x(T, %), T, %)) _ld%, (38)

where

F(E) = <U(0)( k:)>2, I%(T, 7) = — gpg)) (SE(T, %), T, %).



We claim that the energy (38) is constant in time 7. Indeed, for the derivative of the
expression under the integral in (38) with respect to 7, one has

VT

— { {(U(O))Q} & + [(u(o))ﬂ T}F(l};) (1 — 90522 (.’E(’T, %), T, %))71
) FE) (1= ¢ a(r, 2,7, %)) (s + 0 2)

-1 -
+(u(0))2 (1 — 0O (x(7, ), T, %)) F'(k)(kpzr + kr).
The last term in the above expression vanishes, due to the fact that
E:ch + ];T = _‘nggc)xf - ‘chOT) =0 (39)
holds, by virtue of (36) and (11), ¢f. (35). Further, notice that!
pohr + 00l = FORNQ). = F(1 - o{) 0" = £(1 - D) (),
in view of
Pl = (=) (). £ (—p) Y,
which, in turn, is obtained by differentiating the last equality in (35) with respect to s, cf.

(39).
Combining the above observations and the equation (36) yields

D={Puwquh+[@@yk}ofwgyﬂﬂ%%ﬂ%n-a

which vanishes thanks to the transport equation (22) for the function u(®). This concludes
the proof of the fact that (38) is constant.
The above argument implies, in particular, that

£+ Fu=0,

where £ is the energy density, given for each (x,7) by the expression under the integral in
(37), and R )
F = :I:Q’(k:(x,T))E, k:=s(x,T) — gp(o) (:1:, T, %(m,T))

is the density of the “energy flux”. In other words, propagation of the energy of the
wave packet takes place with the group velocity corresponding to the local value ¢ of the
quasimomentum.
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1 As before, expressions ', Q0 are evaluated at » — o (z, T, 5).
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