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Abstract

Recent experiments have found that neutrophils may be activated
after passing through microfluidic channels and filters. Mechanical de-
formation causes disassembly of the cytoskeleton and a sudden drop
of the elastic modulus of the neutrophil. This fluidization is followed
by either activation of the neutrophil with protrusion of pseudopods
or a uniform recovery of the cytoskeleton network with no pseudopod.
The former occurs if the neutrophil traverses the narrow channel at a
slower rate. We propose a chemo-mechanical model for the fluidiza-
tion and activation processes. Fluidization is treated as mechanical
destruction of the cytoskeleton by sufficiently rapid bending. Loss of
the cytoskeleton removes a pathway by which cortical tension inhibits
the Rac protein. As a result, Rac rises and polarizes through a wave-
pinning mechanism if the chemical reaction rate is fast enough. This
leads to recovery and reinforcement of the cytoskeleton at the front
of the neutrophil, and hence protrusion and activation. Otherwise
the Rac signal returns to a uniform pre-deformation state and no ac-
tivation occurs. Thus, mechanically-induced neutrophil activation is
understood as the competition between two time scales: that of chem-
ical reaction and that of mechanical deformation. The model captures
the main features of the experimental observation.
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1 Introduction

Neutrophils are a key part of the immune system. In its inactive state in
vascular flow, the neutrophil has a spherical shape with a diameter of about
10 µm (1, 2). Upon activation, the neutrophil deforms and extends pseu-
dopods. Under the guidance of cytokines, it migrates through endothelial
slits toward the inflammation site (3). In this process, the activated cell
undergoes large mechanical deformation and morphological changes. Thus
the biophysical properties of the neutrophil is crucial to its function.

Aside from chemical signals, neutrophils are also sensitive to mechan-
ical forcing and deformation (4–9). For example, a gentle fluid flow over
a crawling neutrophil causes it to stop crawling and return to a spherical
shape (5–7). Apparently, a mild shear stress inhibits neutrophil activation.
Stronger forcing in micropipette aspiration, on the other hand, triggers actin
polymerization inside the aspirated tongue and formation of protrusions (4).
This points to stress-induced activation of the neutrophil. Later, Yap and
Kamm (8, 9) passed neutrophils through microfluidic channels and filters,
and found that the mechanical deformation may activate the neutrophils
with formation of pseudopods.

These seemingly contradictory responses of neutrophil to mechanical
deformation can be rationalized by the FLNa-FilGAP pathway (10, 11).
Filamin A (FLNa) crosslinks actin filaments and also recruits the FilGAP
protein, a known Rac inhibitor, from the cytosol. When deformed by ex-
ternal forcing, FLNa releases FilGAP to the membrane where it inhibits
Rac (10, 11). When neutrophil is under mild forcing, such a FLNa-FilGAP
pathway leads to Rac inhibition and neutrophil deactivation (5–7). In mi-
cropipette aspiration, on the other hand, the severe cell deformation causes
the actomyosin network to detach from the plasma membrane (4) and voids
the FLNa-FilGAP pathway. Thus, Rac remains highly active on the mem-
brane to induce cortex growth and new protrusion. This explains the ob-
servation that neutrophil is deactivated by mild shear stress but activated
by severe deformation. Note that the FLNa-FilGAP pathway relies on the
cortical tension, and is distinct from the global inhibition of protrusion by
the plasma membrane tension (12).
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However, the experiments of Yap and Kamm (8, 9) raise further questions
on how the neutrophil responds to mechanical forces. In forcing neutrophils
through microfluidic channels, Yap and Kamm (8) found that the neutrophil
fluidizes upon entering the narrow channel, with its cortex disassembling and
its elastic modulus dropping sharply. This allows the neutrophil to “flow”
into the channel as if a liquid drop. Fluidization likely has a mechanical
origin, with mechanical deformation breaking the actin crosslinks or ruptur-
ing the actin filamants (8, 9), ultimately leading to the disintegration of the
cell cortex. Once inside the microfluidic channel, the neutrophil becomes
activated and develop pseudopods to explore its surroundings. The time
required for neutrophil activation is sensitive to temperature, suggesting
that activation is regulated by chemical signals such as the Rho GTPases.
Yap and Kamm (9) further probed the activation criterion by filtering neu-
trophils at different rates. Under a fast rate, the F-actin content drops
suddenly and then grows back uniformly in the cell without formation of
pseudopods. Under a slow rate, the cell does activate and form pseudopods.
Yap and Kamm (9) reasoned that the entry time te, defined as the time
between the front of the cell reaching the opening of the narrow channel
and its rear clearing the opening, must be sufficiently long to give the cell
enough time to be activated. Pseudopods form under protrusion forces due
to actin polymerization, which is modulated by the Rho GTPases including
Rac (13). In the experiment (9), te ≈ 15 s for the slow filtration rate and
2 s for the fast filtration rate. These are comparable to the reciprocal of
the kinetic rate of the Rho GTPases (14–16). These findings offer further
evidence for a Rho-GTPases-based pathway for neutrophil activation after
fluidization.

This work is motivated by the experiments of Yap and Kamm (8, 9),
and aims to investigate these outstanding questions: (a) How do the Rho
GTPases and FLNa-FilGAP pathways govern the activation process? (b)
How is activation affected by the competing time scales of cell entry and
chemical reaction? (c) How does the cell cortex recover with or without
activation? Our objective is to synthesize hypotheses and ideas from prior
experiments and modeling into a quantitative framework for describing and
predicting the fluidization and activation of neutrophils. This will be realized
in a biomechanical model that couples chemical signaling with cell movement
and membrane deformation in a fluid environment.
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2 Neutrophils model

Our two-dimensional (2D) study of neutrophil transit through a narrow
channel strives to capture not only the overall mechanics of cell deformation
and fluid flow, but also the intracellular remodeling that characterizes flu-
idization and activation. Therefore, our neutrophil model accounts for me-
chanics of the cell membrane, kinetics of chemical signaling, and cytoskeletal
remodeling. In the following subsections, we will discuss each of the three
components. As the nucleus and other cytoplasmic organelles play no role
in the phenomenon of interest, they will not be explicitly modeled.

2.1 Membrane mechanics

What we call “the membrane” in the model represents two biological entities:
the plasma membrane and the underlying cytoskeleton or cortex. In the
current study, the two never detach from each other. Thus it is convenient
to represent both using a single mechanical element, a 2D loop discretized
into elastic segments. Nevertheless, the biological picture of the two separate
components informs the modeling of the mechanics of the membrane. For
example, although the plasma membrane can sustain very limited strain
(5%) before rupture (17), wrinkles provide excess surface area and allow
large elastic deformation. The cortex, a thin polymer network of crosslinked
F-actin and myosin motors, is pre-stressed in the rest state due to myosin
contraction. These features will be accounted for in the membrane model.

In our 2D model, we represent the membrane by N elastic segments
connected at N nodes into a loop. The ith node is at Xi, and the ith edge
has length li = |X i − Xi−1|. In the initial, undeformed shape, the loop
is a circle of diameter d, and all the edges have the same resting length
l0 = d sin(π/N). On the ith edge, the plasma membrane produces a linearly
elastic tension:

σi
m = Em

(

li − l0
l0

)

, (1)

where Em is Young’s modulus of the plasma membrane. The cortex also
contributes a tension on the ith edge:

σi
τ = Ei

cεi, (2)

where Ei
c is the cortical modulus and εi is the pre-strain of the cortex due

to myosin motors (18, 19). Ei
c is not a constant but will vary along the

cell membrane and in time during cell fluidization and activation. It will be
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used to indicate the integrity of the actomyosin cortex. As myosin phospho-
rylation is regulated by the Rho family of GTPases (20), we will relate the
pre-strain εi to the local level of GTPases in our kinetic model (cf. Eq. 14).
For out-of-plane bending of both the plasma membrane and the cortex, we
adopt the following bending energy (21–23):

Eb =
kb
2

∑

j=1,N

tan2
(

Θj

2

)

, (3)

where kb is the bending modulus and Θj is the angle between the jth and (j+
1)th edges. Thus, we assume zero spontaneous curvature in the membrane.

We also impose an energy penalty against changes in cell volume (or cell
area in our 2D model):

Ev = kv

(

A−A0

A0

)2

. (4)

This constraint is motivated more by numerical than physical considerations.
In principle, incompressibility for the fluid inside and outside the cell should
ensure cell-area conservation. Because of numerical errors, however, area
variation can become a concern when the cell undergoes severe deformation.
Hence, this “superfluous” constrain has been widely used in red blood cell
models (23–25). In our model, it limits area variations to 1%.

To simulate a cell passing through a narrow channel, a repulsive force is
commonly introduced between the cell membrane and the channel wall to
avoid overlap. Our simulation uses the “virtual spring model” (26–28) to
activate a repulsive force when the membrane-wall clearance falls below twice
the grid size. The stiff virtual springs keep the clearance from narrowing
further without interfering with the cell dynamics otherwise (28).

Lastly, we include a protrusion force on the cell membrane due to the
growing cytoskeleton underneath. This is intended to capture the formation
of pseudopods during activation. In vivo experimental data show that pro-
trusion follows activation of Rac at the leading edge (29). Following previous
models (30), we express the protrusion force on the ith node as a function
of the active Rac on the membrane:

F
i
pro = kproāini −

kpro
N

∑

j=1,N

ājnj , (5)

where kpro is a protrusion coefficient, āi =
1

2
(aili + ai+1li+1)/(l0a0) is the

average of the active Rac on the two neighboring edges scaled by the initial
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Rac on each edge, ai being the Rac concentration on the ith edge and a0
being the initial concentration. ni is the unit outward normal on the ith

node, which bisects the angle between the adjacent edges. The first term
is the protrusion force intended for the forefront of the cell, where Rac is
expected to build up (more details in subsection 2.2 below). The second
term represents the reaction force. As the neutrophil will not be anchored
onto a substrate via focal adhesion, the protrusion force must be balanced
by backward forces on the membrane in the rear. Thus, the sum of F i

pro

over the cell periphery vanishes.
Collecting all the forces discussed above, we write the total force acting

on the ith membrane node as

F
i = F

i
m + F

i
τ + F

i
pro +

∂(Eb + Ev)

∂X i

. (6)

where F i
m = (σi+1

m τ i+1−σi
mτ i) and F

i
τ = (σi+1

τ τ i+1−σi
ττ i) are the tensions

on node i due to the plasma membrane and cortex, respectively. τ i is the
unit vector along the ith edge, pointing from the (i− 1)th to the ith node.

2.2 Kinetics of chemical signaling

Typically, the polarity of the neutrophil is characterized by anisotropic dis-
tribution of the Rho family of GTPases, such as Rac, RhoA and Cdc42.
Prior experimental data and modeling show an antagonism between Rac
and RhoA that is modulated by Cdc42, and that Rac serves as an indicator
of cell polarization (31, 32). Thus, we will use Rac as the sole marker for
neutrophil polarity in our model, and will not account for RhoA and Cdc42
separately.

In the model, Rac has an active, membrane-bound state and an inactive
state in the cytoplasm. The active Rac is defined as a concentration ai on
the ith edge of the membrane, while the inactive cytosolic Rac is given by
I. The two are related by the conservation of the total amount of Rac:

I +

N
∑

i=1

aili = 1. (7)

Thus, we have scaled both ai and I by the total amount of Rac, such that
I is dimensionless, and ai has the dimension of the reciprocal of length.

The active Rac evolves according to a discretized reaction-diffusion equa-
tion:

d(aili)

dt
= k+

li
d
I − k

−
(aili) + (qi − qi−1), (8)
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On the right hand side, the first term represents Rac attachment and acti-
vation, (li/d)I being the inactive Rac available to the edge. The on-rate is
written as

k+ = kon +
γa2i

K2 + a2i
, (9)

where the Hill function is introduced to stabilize a polarized state by wave-
pinning (33–35). The second term represents down-regulation of the membrane-
bound active Rac, with

k
−
= koff + kτσ

i
τ (10)

incorporating the inhibition of Rac by cortical tension στ through the FLNa-
FilGAP pathway (10, 11). The last term on the right hand side of Eq. 8
represents 1D diffusion of active Rac along the membrane, with

qi = D
ai+1 − ai

1

2
(li + li+1)

(11)

being the diffusive flux from edge li+1 to edge li at node i, D being the
diffusivity. As the signaling proteins diffuse about 100 times faster in the
cytosol than on the membrane (16), we assume that the inactive I is uni-
formly available to membrane attachment and activation. Now Eq. 8 can
be written as an evolution equation for ai(t):

ȧi =

(

kon +
γa2i

K2 + a2i

)

I

d
− (koff + kτσ

i
τ )ai −

ail̇i
li

+D∇2
i ai, (12)

where the dot indicates time derivative, and ∇2
i is the discretized form of

the Laplacian:

∇2
i ai = 2

ai+1(li + li−1)− ai(li−1 + 2li + li+1) + ai−1(li + li+1)

(li + li+1)li(li + li−1)
. (13)

Once the neutrophil is polarized, it is known that Rac is enriched in
the front and promotes F-actin growth, while RhoA is concentrated in the
rear and promotes myosin contraction (29, 36). Since our model does not
explicitly account for RhoA or myosin, we represent the polarity in myosin
contraction indirectly via the pre-strain εi (Eq. 2):

εi = ε(ai) = ε0 exp

[

k

(

1−
ai
a0i

)]

. (14)

Thus, the pre-strain ε, and the cortical tension στ by extension, are inhibited
by the high Rac in the front, and promoted by the low Rac (and implicitly
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high RhoA) at the rear. The coefficient k and the pre-strain of the resting
state ε0 are taken to be constants. The exponential form is used for its sim-
plicity; it recovers the equilibrium state ε = ε0 when a = a0, and naturally
represents the decline of the cortical tension with increasing a.

2.3 Remodeling of the cytoskeleton

As mentioned above, our model does not represent the cytoskeleton by a
physical element separate from the plasma membrane, but uses the cortical
modulus Ec to indicate the density and integrity of the cortex. The dynamics
of Ec is regulated by mechanical perturbations as well as chemical signals.
It can be reduced to zero by severe deformation (37–40), and then grow
back under the promotion of Rac. Considering experimental evidence that
the actomyosin network disassembles much more easily under bending than
stretching (37–39), we assume that the cortex disassembles catastrophically
when the instantaneous bending rate exceeds a threshold:

If
θ̇i
Θ0

> β, then Ei
c = 0, (15)

where β is a critical bending rate constant, Θ0 = 2π/N is the initial an-
gle between adjacent segments, and θ̇i =

1

2
|Θ̇i−1 + Θ̇i| is the bending rate

of the ith edge, calculated by averaging the bending rates at the two end
nodes. The underlying physical assumption is that if the cortex is bent at a
rate that exceeds the maximum that the cytoskeleton can accommodate by
remodeling, the network will rupture and disintegrate.

Active Rac promotes actin polymerization and strengthens the local
actomyosin network (41). Consistent with this, Yap and Kamm (9) doc-
umented high concentration of F-actin localized at the protrusion front.
Based on these, we model cortical recovery after fluidization by

Ėi
c = kpoly

ai
a0

(E0
c − Eave), (16)

where kpoly is a polymerization rate for the cytoskeletal network, and Eave

is the average modulus over the entire membrane at the current time. Note
that we use the instantaneous average modulus Eave, instead of the local Ei

c,
to moderate the cytoskeletal reconstitution. This is motivated by the fact
that cytoskeletal growth is fueled by actin polymerization, and in our model
Eave indicates the current amount of F-actin in the cortex. Once Eave recov-
ers to E0

c , the cortex has reached the same strength, in an average sense, as
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Figure 1: Geometry of the computational domain.

in the resting state. Then the balance between G-actin and F-actin has re-
turned to homeostasis, and the cytoskeleton ceases to grow further. Besides,
this formulation allows Ec to grow beyond E0

c at protruding pseudopods in
the activated neutrophil (see subsection 4.3).

3 Computational setup and model parameters

The computational domain is a rectangular channel with a constriction
(Fig. 1). Periodic boundary conditions are imposed between the entrance
and the exit, whereas no-slip conditions prevail on the solid walls. A pres-
sure drop ∆P is imposed across the length of the domain Lx, which sustains
the channel flow. In the experiment of Yap and Kamm (9), the neutrophil is
collected in a quiescent reservoir after filtration. In the simulation, therefore,
we set the pressure drop ∆P to zero once the cell’s centroid reaches 1.8d
outside the exit of the constriction. Afterwards it may relax in an essentially
quiescent medium as in the experiment.

The numerical computation consists mostly in solving for the fluid flow
inside and outside the neutrophil and the deformation of the cell mem-
brane. This fluid-structure interaction problem is handled using the im-
mersed boundary method (42, 43). The dynamics of Rac and cortical mod-
ulus Ec takes place on the cell membrane; these one-dimensional problems
add little to the computational cost. Following standard procedures, we
treat fluid-membrane interactions by distributing the membrane force onto
nearby Eulerian grids. On rigid walls, we adopt the direct forcing method
to enforce the non-slip boundary condition (44).

The geometric parameters are chosen to approximate the filtration ex-
periment of Yap and Kamm (9): Lx = 80 µm, Ly = 20 µm, w = 5 µm,
Lc = 10 µm. The length of the wide channel upstream of the constriction is
2Lc, and that downstream is 5Lc. At the start of the simulation, the neu-
trophil is a circle of diameter d = 10 µm (1, 2), with its center 0.8d ahead
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Table 1: Physical and kinetic parameters of the model. The kinetic rates
kon, koff and kτ will be varied in proportional to γ, as explained in the
Supporting Material.

Symbol Meaning Value and references

η cytosol & fluid viscosity 0.5 Pa·s

ρ cytosol & fluid density 1000 kg/m3

∆P pressure drop 25–100 Pa (8, 9)

ε0 pre-strain 0.1 (46, 47)

E0
c cortical modulus 500 µN/m (4, 48, 49)

Em membrane modulus 500 µN/m (8)

k coefficient in pre-strain 1.5

kb bending modulus 9.2 × 10−17 J (50)

β critical bending rate 10 s−1

kpro protrusion coefficient 8 pN (30, 51)

D diffusivity 0.5 µm2/s (16, 52)

kpoly actin polymerization rate 0.02 s−1 (9)

γ parameter in Rac activation 1–10 s−1 (15)

K parameter in Rac activation 0.0187 µm−1

of the entry into the constriction. The physical and kinetic parameters of
the model are summarized in Table 1, with literature sources given where
available. Note that some of the kinetic rate constants have no measured
values. We have also assumed equal viscosity for the cytosol and the sur-
rounding fluid, despite large viscosity ratios in reality (45). The rationale
for choosing the parameter values is explained in the Supporting Material.
Using these parameters, the Reynolds number is on the order of 10−7, but
the inertial term is retained in the momentum equation. A capillary number
defined using the rest-state cortical tension ranges from 0.0195 to 0.078 in
our simulations.

To validate the flow solver, we have simulated the steady tank-treading
of a capsule in a shear flow and compared the results with those in the
literature (53). The computational domain is a square box of sides H with
the capsule at the center. We have varied the Eulerian grid size h as well as
the membrane resolution l0 in the following 3 test cases: (i) h = H/128 and
l0 = 1.4h, (ii) h = H/256 and l0 = 2.8h and (iii) h = H/256 and l0 = 1.4h.
The results of all 3 cases, for two capillary numbers, agree with those of Sui
et al. (53) within 2%. Furthermore, we have tested the membrane resolution
for the transit of a neutrophil through the constriction of Fig. 1, using the
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model parameters given above. With h = Ly/128 fixed, a coarse membrane
resolution (l0 = 5.6h) and a fine one (l0 = 2.8h) predict transients in the
neutrophil deformation virtually indistinguishable from each other. As a
final validation, we have simulated the passage of a vesicle through a channel
with a 2:1 contraction, with physical parameters matched to those of Le
et al. (54) and grid size h = Ly/128 and l0 = 2.8h. The trajectory of
the vesicle agrees with that of Le et al. (54) to within 5%, and the vesicle
shape is virtually indistinguishable from the snapshots of their Fig. 20. All
subsequent results are generated using h = Ly/128 and l0 = 2.8h, the latter
corresponding to N = 72.

4 Results and discussion

In their experiments, Yap and Kamm (8, 9) observed two major episodes
during the neutrophil’s passage through a narrow channel or filter: fluidiza-
tion and activation. Activation, with protrusion of pseudopods, is necessar-
ily preceded by polarization of the key signal proteins, especially Rac and
RhoA. Accordingly, we divide our presentation below into three subsections
on fluidization, polarization, and activation of the neutrophil.

Yap and Kamm (9) observed that the neutrophils were activated under a
slow filtration rate but not under a faster filtration rate. They hypothesized
that the slow filtration rate might have allowed the cell more time to develop
polarity in the signaling proteins. In our simulation, however, varying the
pressure drop ∆P would change the time scales for cell entry and passage,
as well as the flow rate and membrane bending rate, the latter affecting cell
fluidization. These simultaneous changes complicate the task of analyzing
the competition between the time scale of cell entry and the kinetic time
scale. Thus, we have adopted the simpler scheme of varying the kinetic
rate for a constant flow rate. More specifically, we fix the ratios among the
kinetic rate constants, and use γ to represent the chemical kinetic rates.
Most of the results reported are for ∆P = 50 Pa at two γ values, γ = 2.5
s−1 for slow kinetics and γ = 5 s−1 for fast kinetics. An exception is Fig. 5
that covers a range of ∆P and γ values. The online Supporting Material
has two movies showing representative solutions.

4.1 Fluidization

Figure 2 illustrates the transit of the cell through the channel for the fast
kinetics with γ = 5 s−1. As the cell front deforms and enters the channel,
the cortex starts to disassemble at the front first (t = 1.54 s), with the local
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Figure 2: Passage of the neutrophil through the narrow channel for γ = 5
s−1, depicted by snapshots taken at the times indicated in the plot. The
colors represent the cortical modulus Ec scaled by its initial value for the
resting state E0

c . The first color bar applies to all frames except the last.

modulus dropping below 20% of the resting value. After the cell has fully
entered the channel, the cortex has disassembled over the entire cell (t = 4.61
s). This corresponds to the experimentally observed fluidization. A more
careful inspection shows that the fluidization proceeds with a “melting front”
propagating from the front toward the rear of the cell as it enters the narrow
channel. In the reference frame of the channel, however, the melting point
stays more or less fixed in space, a small distance upstream of the entrance of
the narrow channel. The salient corners of the entry bend the cell membrane
at a rate that exceeds the threshold for cytoskeletal disassembly (Eq. 15).

Later, the cortex starts to grow back at the front; the recovery of the
cytoskeleton is modulated by the active Rac according to Eq. 16. Eventually,
Ec exceeds its resting value by nearly three times at the front of the cell
(Fig. 2, t = 128 s). This corresponds to activation of the neutrophil, and
will be discussed further in subsection 4.3. A similar scenario of fluidization
occurs for the slow kinetics with γ = 2.5 s−1 (results not shown). This
is consistent with the experimental observation that the kinetic rates have
little effect on the fluidization of the cell or the mechanics of its transit
(8). In our model, this is expected of course, as the criterion for cortical
disassembly is based on the instantaneous rate of bending (Eq. 15).

In Fig. 2, the cell entry time is te = 4.58 s, but the time scale of bending
appears to be much shorter, below 1 s. As cortical remodeling through actin
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Figure 3: Passage of the neutrophil through the narrow channel for γ = 5
s−1, with the colors indicating the level of active Rac a on the membrane.
The arrows represent the protrusion force F pro, with a maximum of 73.4 pN
at the front node and a force density of 168 pN/µm at t = 128 s.

turnover typically takes tens of seconds (55), it is reasonable that fluidization
occurs in this case. To mimic the filtration experiments (9) with te = 2 to 15
s, we have varied ∆P to produce te between 2.15 s and 11.6 s. Fluidization
occurs in all these simulations and experiments, as expected.

4.2 Polarization

It is well known that pseudopods form because of actin polymerization and
cortical reinforcement, which are regulated by the Rho GTPases Rac (13).
Thus, we need to investigate the polarization of signaling proteins before
neutrophil activation.

Figure 3 shows the development of the Rac polarity for γ = 5 s−1. Before
the cell enters the channel (t = 0.77 s), a has a uniform distribution on the
membrane: a0 = 2.67 × 10−3 µm−1. Once the cell enters, the deformation
initially causes disassembly of the cortex network at the cell front. This
relieves the cortical tension that inhibits Rac on the membrane (cf. Eq. 12),
and so the level of active Rac a rises at the front of the cell (t = 1.54 s). By
the time the cell is mostly inside the channel (t = 4.61 s), a has developed a
maximum at the front tip, where it has had more time to grow than in the
rear. However, the high a prompts the recovery of the local cytoskeleton
(Fig. 2, t = 5.38 s), and thus the local cortical tension στ (Eq. 2). The latter

13



a

b

Figure 4: Evolution of active Rac at the cell’s front tip (af , solid line) and
back tip (ab, dashed line). (a) The non-polarized case at the slow kinetic
rate γ = 2.5 s−1; (b) the polarized case at γ = 5 s−1.

tends to suppress the local a through the FLNa-FilGap pathway (Eq. 10).
The final outcome depends on γ, among other factors. For γ = 5 s−1, a at the
cell front surpasses a critical value, and a wave-pinning mechanism amplifies
a to a high value and sustains a polarized a distribution long after the cell
exits the channel (Fig. 3, t = 128 s). The polarity of a produces a large
protrusion force at the cell front and serves as a precursor to cell activation.
Conversely, for γ = 2.5 s−1, the high a at the cell front disappears quickly
after the cell exits the narrow channel and returns to a round shape (results
not shown). A uniform distribution of a obtains, and the cell is not polarized
nor activated.
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For a more quantitative analysis, Fig. 4 compares the temporal evolu-
tions of a at the cell’s front tip (denoted by af ) and the back tip (ab). For
the non-polarized case at γ = 2.5 s−1 (Fig. 4a), a has a uniform distribu-
tion, with af = ab, before any part of the cortex has fluidized (t < 1.18
s). Afterwards, the onset of cortical fluidization at the cell front removes
the cortical tension there and allows af to rise. This trend continues un-
til t = 4.3 s, when af peaks before starting to decline. This reflects the
feedback between Rac and the cytoskeleton. The higher af induces cortical
reconstitution, which produces a cortical tension that inhibits af through
the FLNa-FilGAP pathway. Rac at the rear ab follows qualitatively the
same behavior, but with a delay of about 3 s relative to that of af . This is
because the rear fluidizes later than the front. Both af and ab compete for
the pool of inactive I in the cytosol. Thus, when af starts to rise at t = 1.18
s, the cytosolic Rac level I drops, and this causes a mild dip in ab. Similarly,
as ab starts to rise, that reduces I and contributes to the rapid decline of
af starting from t = 4.3 s. Later, both ab and af relax to the equilibrium
value in about 150 s (long-term relaxation not shown in Fig. 4). Thus, the
cell shows no long-term polarity.

In contrast, the high kinetic rate γ = 5 s−1 produces strong polarization
in Fig. 4b. Because of the fast chemical rates, af rises sharply and depletes
I quickly. By the time the rear end fluidizes (t = 4.61 s), there remains
little inactive Rac in the cytosol to feed the growth of ab. Thus ab stays
low. However, af continues to rise thanks to k+ of Eq. 9. Subsequently,
a wave-pinning mechanism keeps af at the high level and ab at the low
level. The polarized state persists with no sign of decay till the end of the
simulation (t = 200 s). The wave-pinning mechanism is discussed further in
the Supporting Material.

Polarization is not only affected by the kinetic rate γ but also by the
entry time te of the neutrophil. Indeed the experimental protocol of Yap
and Kamm (8, 9) was to vary the pressure drop ∆P and hence the entry time
of the neutrophil, from 0.1 to 10 s in the microfluidic channel (8), and from 2
to 15 s in filtration (9). As te determines how much time is available for Rac
to polarize, its role is not unexpected. To vary te, we have simulated four
different ∆P values: 25, 50, 75 and 100 Pa, which produce the following
range of entry times for the γ values tested: 2.15 s ≤ te ≤ 11.6 s. The
results are depicted by the “phase diagrams” of Fig. 5, with two regimes:
non-polarization for slow kinetics and/or fast flow, and polarization for fast
kinetics and/or slow flow.

The fact that the critical γ required for polarization increases with flow
rate (Fig. 5a) suggests a criterion based on γte, which may be viewed as the
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a

b

Figure 5: Phase diagram showing critical conditions for neutrophil polariza-
tion, in the parameter space of (a) ∆P versus te, and (b) ∆P versus γte.
The filled circles indicate polarization while the open ones non-polarization,
and the boundary is drawn between the two.

amount of Rac activated within the cell entry time. Thus, we can recast
the phase diagram into Fig. 5b. Although the boundary is not horizontal,
qualitatively this supports the argument of Yap and Kamm (9) that polar-
ization is the outcome of the competition between two time scales. If the
chemical time γ−1 is much shorter than the entry time te, Rac has sufficient
time to develop at the front of the cell, and polarization occurs. Otherwise,
Rac does not have time to develop a sufficient front-rear difference before
the cell exits the narrow channel, and polarization does not occur.
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Figure 6: Evolution of the cell deformation index (DI) for the slow kinetic
rate γ = 2.5 s−1 and the fast rate γ = 5 s−1. The snapshots (a–d) show the
cell shapes at four times marked by black dots on the curves.

It is tempting to check the above criterion against experimental data.
Unfortunately, our γ parameter appears in a highly specific algebraic form
in the Rac evolution equation (Eq. 12), and there is no experimental mea-
surement of it. Nevertheless, a rough estimation can be made based on
the decay of fluorescent Rac spots on the membrane (15): γ ∼ 2 s−1 (see
Supporting Material for detail). In the experiment of Yap and Kamm (9),
an entry time of te = 2 s (fast filtration) does not cause polarization but
te = 15 s (slow filtration) does. Thus, one can estimate a critical value of
γte between 4 and 30. This is consistent with the predicted boundary in
Fig. 5b.

4.3 Activation

Experimentally, neutrophil activation has been characterized by two quanti-
ties (8, 9): cell morphology with the protrusion of pseudopods, and polarized
distribution of F-actin with enriched cortex inside the pseudopods. We will
examine these in our numerical simulations. First, we define a “deformation
index” (DI) to reflect the deviation of cell shape from its original circular
shape:

DI =

√

∑N
i=1

(2ri − d)2

Nd2
, (17)
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where ri is the distance of the ith node from the centroid of the cell. Fig-
ure 6 shows the evolution of the DI at the two kinetic rates examined before,
γ = 2.5 s−1 and 5 s−1. In both cases, DI initially rises sharply and reaches
a maximum of about 0.4 at t = 4.6 s. This corresponds to the point of
maximum deformation of the neutrophil inside the narrow channel. So far,
γ has exerted little influence as DI has mostly been determined by the hy-
drodynamics and wall confinement. After that, DI declines as the cell exits
the channel and starts to retract under membrane elasticity. For the slow
kinetic rate, the Rac signal relaxes toward a uniform distribution. Thus,
DI approaches zero at t ≈ 20 s, indicating recovery of the cell to its initial
circular shape. Yap and Kamm (9) reported a similar process of recovery
for non-activated neutrophil, but over a longer time scale (∼ 100 s). For
the fast kinetic rate, the protrusion force sustains a finite cell deformation
with DI = 0.12 against elastic relaxation, even after the neutrophil has long
exited the narrow channel. The polarized Rac distribution and cell shape
reach a steady state around t = 80 s. This is our equivalent of a protruding
pseudopod.

It is interesting to compare the neutrophil activation predicted by the
model with experimental observation. Yap and Kamm (9) found that after
gentle filtering at low speed or pressure drop, the neutrophil is activated and
forms pseudopods, where F-actin is highly concentrated (Fig. 7b–d). In the
activated state, however, experimental images show considerable variation
in the shape and size of the pseudopods, ranging from small bumps on the
cell edge (d) to wider, more distributed F-actin covering about half of the
cell periphery (b and c). These can be compared with the activated state
in our simulations. If we take the front of the cell bearing large Ec in Fig. 2
(t = 128 s), or equivalently large a and Fpro in Fig. 3, to be the pseudopod,
then its broad and smooth shape resembles Fig. 7c much more than the
pointed pseudopods of Fig. 7d . Possibly, the simple 2D representation of the
cell membrane and the assumption of a spatially uniform I have deprived
the model of an ability to capture smaller-scale spatial variations on the
membrane.

The fluidization, polarization and activation sequence can also be viewed
from the temporal evolution of the cortical modulus at the front and the
back of the cell (Fig. 8). For both the non-polarized and the polarized
cases, the initial dip in the cortical modulus Ec indicates fluidization. The
rear fluidizes some 3 s after the front does, reflecting the entry of the cell
body into the narrow channel. For the non-polarized case (γ = 2.5 s−1),
the cortical elasticity grows back more or less uniformly afterwards, thanks
to the even distribution of the active Rac on the membrane. The recovery
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Figure 7: Distribution of F-actin inside neutrophils before and after passing
through 3-µm pores in a filter. The cells are stained with tetramethylrho-
damine isothiocyanate-phalloidin to show F-actin concentration. (a) The
resting neutrophil prior to filtration. (b) Activated neutrophil filtered under
a constant pressure drop. (c, d) Activated neutrophil filtered under a con-
stant flow rate. Adapted from Yap and Kamm (9) with permission; c©the
American Physiological Society.

takes some 140 s to complete, long after the cell shape has returned to
circular (Fig. 8a). Experimentally, Yap and Kamm (9) reported that for
the non-activated case the F-actin recovers to its initial level in about 120
s. This apparent agreement of the recovery time is achieved by tuning the
polymerization rate to kpoly = 0.02 s−1. For the polarized and activated
case (γ = 5 s−1), on the other hand, the cortical elasticity grows back
non-uniformly. At the cell front, Ef rises much more rapidly than Eb at
the cell back, and stabilizes at a much higher level (Fig. 8b). This is due
to the polarized Rac distribution in the activated case. In the steady state,
achieved around t = 80 s and depicted by the inset, the high cortical modulus
at the front corresponds to the high F-actin content inside pseudopods that
has been documented experimentally (9).
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b

Figure 8: Temporal evolution of the cortical modulus at the front tip (Ef )
and the rear tip (Eb) of the cell, normalized by the resting state modulus E0

c .
(a) The non-polarized case at γ = 2.5 s−1. (b) The polarized and activated
case at γ = 5 s−1, with the inset, taken from Fig. 2 at t = 128 s, depicting
the steady-state, activated cell.

5 Conclusion

In this paper, we have proposed a chemo-mechanical model for neutrophil
activation in response to mechanical deformation, and simulated the flu-
idization, polarization and activation of a neutrophil as it traverses a nar-
row channel. The model integrates insights and hypotheses from previous
experiments into a coherent theoretical framework, and predicts the salient
features of how a neutrophil senses mechanical stimulation and responds by
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remodeling its cortex. We may summarize the model predictions as follows:

• Fluidization. As the neutrophil deforms and enters a narrow channel,
its cytoskeleton starts to melt at the cell front where it sustains severe
mechancial deformation. The melting front propagates toward the rear
of the cell, and by the time the bulk of the cell is inside the channel,
the entire cytoskeleton has fluidized.

• Polarization. Melting of the cytoskeleton eliminates the cortical ten-
sion that inhibits Rac activity on the membrane. Thus, inactive Rac
in the cytosol becomes active Rac on the membrane. If the kinetic rate
of Rac turnover is high relative to the reciprocal of the entry time, a
polarized Rac distribution prevails by a wave-pinning mechanism even
after the cell exits the confining channel.

• Activation. The polarized Rac distribution induces a protrusion at the
cell front, where the cortex also becomes highly enriched. Thus the
neutrophil becomes activated.

Thus, the model captures the main features of the experiment from a set
of reasonable assumptions about the chemical kinetics, signaling pathways,
and hydrodynamics. In particular, the results have confirmed the hypothesis
(8, 9) that neutrophil activation depends on the competition of two time
scales. If the kinetic time is much shorter than the cell entry time, Rac builds
up a sufficient front-rear difference before the cell exits, and polarization and
activation ensue. If the kinetic time is too long, the cell exits with a weak
front-rear differential in Rac, which decays subsequently. No polarization
or activation occurs and the cell simply returns to its spherical inactive
state. Based on this competition, we have constructed a phase diagram from
numerical data, and the critical condition for cell activation is consistent
with experimental observations. The shape of the activated cell and the
polarized distributions of Rac, cortical modulus and protrusion force also
agree qualitatively with experiments.

Of necessity the model introduces various simplifications, and these may
have limited its ability to capture finer features of the real process. For
example, the predicted “pseudopod” consists of a broad frontal portion of
the cell, whereas in reality, pseudopods sometimes take on smaller dimen-
sions and varied shapes and locations. The model simplifications fall into
two categories, mechanical and chemical. Mechanically we model the cell
in 2D, and represent the plasma membrane and the underlying cortex us-
ing a single mechanical element: elastic segments along the cell’s outline.
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As such, we neglect the details of cortex breakage and destruction, and
indicate the cortical integrity only by the cortical modulus. Moreover, the
cytosol is assigned the same viscosity as the outside fluid. This simplifies the
immersed-boundary formalism and facilitates the computation. In treating
the chemical kinetics of polarization, we have neglected the intricate rela-
tionship among Rho GTPases, and instead used a single protein, Rac, to
describe the polarization process. Because of this, the inhibition of mem-
brane Rac by cortical tension, the promotion of cortical growth by Rac, and
the development of a protrusion force are all modeled ad hoc.

These assumptions and simplifications can be viewed as motivations for
future work. For example, the model suggests future experiments to mea-
sure protein and force distributions with spatial resolution during neutrophil
activation. Such data can be used to validate the model predictions of polar-
ization and pseudopod protrusion. Furthermore, they may provide insights
into how the cortical tension inhibits Rac, and how Rac and Rho produce
protrusion and contraction forces in return. With a deeper understanding
of the interaction between signaling proteins and mechanical forces, one can
refine and generalize the theoretical model for mechanically induced neu-
trophil activation.
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