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Abstract. The process of doing Science in condition of uncertainty is illustrated with @xtpgriment in which the inferential
and the forecasting aspects are both present. The fundamentaisasippibabilistic reasoning, also relevant in real life appli-
cations, arise quite naturally and the resulting discussion among non<ieslo free-minded peoplefers an opportunity for
clarifications.

“I am a Bayesian in data analysis,
a frequentist in Physics”
(A PhD student in Rome, 2011)

“You see, a question has arisen,
about which we cannot come to an agreement,
probably because we have read too many books”
(Brecht's Galileo)

“The theory of probabilities is basically
just common sense reduced to calculus”
(Laplace)

INTRODUCTION

Much has been said and written about probability. Therefostead of presenting theftérent views, or accounting
for its historical developments, | go straight to an exampleich | like to present as an experiment, as indeed it is:
the boxes and the balls are real and they represent the dhysorld’ about which we ‘do Science,’ that is 1) we
try, somehowto gain our knowledge about it by making observations; 2Xmresomehowto anticipate the results
of future observations. ‘Somehow’ because we usually atadtoften remain in conditions of uncertainty. So, instead
of starting by saying “probability is defined as such and Suchntroduce the toy experiment, explain the rules of
the ‘game,’ clarifying what can be directly observed and tnden only be guessed, and then let the discussion go,
guiding it with proper questions and helping it by evalugtinteractively numbers of interest (some lines of R code
are reported in the paper for the benefit of the reader). Lateake the ‘players’ aware of the implications of their
answers and choices. And even though initially some of threbars do not come out right — the example is simple
enough that rational people will finally agree on the numbémterest — the main concepts do: subjective probability
as degree of belief; physical ‘probability’ as propensifyspstems to behave in a given way; the fact that we can
be uncertain about the values of propensity, and then a#isign probabilities; and even that degrees of beliefs can
themselves be uncertain and often expressed in fuzzy tétentow’, "high’, ‘very high’ and so on —when this is the
case they need to be defuzzified before they can be propatiwishin probability theory, without the need to invent
something fancy in order to handle them. Other points todicgheéhe paper are the myth that propensities are only
related to long-term relative frequencies and the questieerifiability of events subject to probabilistic assessrs.
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FIGURE 1. A sketch of the six boxes of the toy experiment. The index refers to the number of white balls.

WHICH BOX? WHICH BALL?

The ‘game’ begins by showing six boxes (Fig. 1), each cointgifive balls® One box has only black balls, another
four Black and one White, and so on. One box, hereafter, B taken at random out of the six and we start the
game. At each stage, we have to guess which box has been cdaserhat color ball will be selected in a random
extraction. We then extract a ball, observe its color anthoepit into the box [1].

From the point of view of measurements, the uncertain nurobarhite balls plays the role of the value of a
physical quantity; the two colors the possible empiricadevations. The fact that we deal with a discrete and small
set of possibilities, both for the ‘measurand’ and the eiogifdata’, only helps in clarifying the reasoning. Mor@&oy
one of the rules of the game is that we are forbidden to lookléthe box, in the same way that we cannot open an
electron and read its mass and charge in a hypotheticalitaige it.

Initial situation

At the first stage the answers to the questions are prompt @amimous: we consider all boxes equally likely, thus
assigning 16 probability to each of them; we consider Black and White #gdikely too, with probabilities 12.

Not satisfied with these answers, | also encourage ‘playerskpress their confidence on the hypotheses of interest
by means of a virtual lottery at zero entry cés$pecifically, | ask, if you are promised a large prize for makihe
correct prediction, which box or ball color would you cho®$dore precisely, is there any reason to prefer a particular
color or a particular composition? Also, in this case thera general consensus on the fact that any choice is equally
good, in the sense that there is no reason to be blamed if Wiy finizs the prize.

An intriguing dilemma: B » Vs B

At this point a new boxBg with equal number of black and white balls is shown to the enck. In contrast with B
everyone can now check its content (the box | actually uséagms5 White and 5 Black). In this case we are only
uncertain about the result of picking a ball, and, againfyewge considers Black and White equally probable.

Then a new virtual lottery is proposed, with a prize assedidb the extraction dfvhitefrom either box. Is it
preferable to choose-Bor Be? That is, is there any special reason to opt for either box€ firhe the answer is not
always unanimous and depends on the audience. Scienidtgling PhD student$end toconsider — but there are
practically always exceptions! — the outcomes equally abdd and therefore they say there is no rational reason to
prefer either box. But in other contexts, including semértarpeople who have jobs of high responsibility, there is a
sizable proportion, often the majority, of those who deéilyipprefer B: (and, by the way, they had already stated, or
accepted without objections, that Black and White were dyjlikély also from this box!)

The fun starts in case (practically always) when there aoplpan the audience having shown a strong preference
in favor of Bg, and later | change the winning color. For example, | sayfarghe sake of entertainment, that the prize
in case of White was supposed to lieced by the host of the seminar. But since | prefer black, asusually dressed
that way, Iwill pay for the prize, but attaching it tBlack As you can guess, those who showed fiiglence between
B- and B: keep their opinion (and stare at me in a puzzled way). Buipusly, also those who had previously chosen
with full conviction Bg stick to it. The behavior of the latter is quite irrationatéin understand one can have strange
reasons to consider White more likely froBg, but for the same reason/she should consider Black more likely
from B,) but so common that it even has a name,Ehisberg paradox(Fortunately the kind of people attending my

1Those who understand Italian might form an idea of a real sessatching a video of a conference for the general publiamized by the
University of Roma 3 in June 2016¢tp://orientamento.matfis.uniroma3.it/fisincittastorico.php#dagostini) and available on
YouTube gttps://www.youtube.com/watch?v=YrsP-h2uVU4).

2For this purpose this kind of lotteries are preferable tawalrbets, although hypothetical and even those with small abafumoney (value
and amount of money are well known for not being proportiorialprder to allow people to freely choose what they considerentoedible,
without incurring the so callelbss aversion bias



seminars repent quite soon, because they are easily cenvinthis is the simplest explanation — that, after all, the
initial situation withB, is absolutely equivalent to an extraction at random out dBtHsk and 15 White, the fact that
the 30 balls are clustered in boxes being irrelevant.)

Changing our mind in the light of the observations

Putting aside box B, from which there is little to learn for the moment, we prodeeith our ‘measurements’ on
box B,. Imagine now that the first extraction givi¢hite There is little doubt that the observatibas té change
somehow our confidence on the box composition and on the tt@owill result from the next extraction.

As far as the box composition is concern@&d, is ruled out, since “this box cannot give white balls,” or,las
suggest, “this cause cannot produce the obserfiedte In other words, hypothesi, is ‘falsified, i.e. the probability
we assign to idrops instantly to zero. But what happens to the others? mbeexr of the large majority of people,
with remarkable exceptions (typically senior scientisis)that the other compositions remain equally likely, with
probability values then rising fromy@.to 1/5.

The qualitative answer to the second question is basicaihgct, in the sense that it goes into the right direction:
the extraction of Whitébecomesnore probablé,“becauseBy has been ruled out.” But, unfortunately, the quantitative
answer never comes out right, at least initially. In factnast, people say that the probability of White rises t255
that is 35, or 60%, just from the arithmetic of the remaining balleaf, has been removed from the space of
possibilities.

The answers “remaining compositions equally likely” angs*Brobability of White” are bottwrong but they
are at least consistent, the second being a logical consegué the first, as can easily be shown. Therefore, we only
need to understand what is wrong with the first answer, arsdcim be done at a qualitative level, just with a bit of
hand waving’ Imagine the hypothetical case of a long sequence of Whitegxtample 20, 50 or even 100 times (|
remind that extractions are followed by re-introductiokfter many observations we start to be highly confident that
we are dealing with boBs, and therefore the probability of White in a subsequent etitra approaches unity. In
other words, we would bbkighly surprisedo extract a black ball, already after 20 White in a row, notgeak after
50 or 100, although we do not consider such an event abspiaipbssible. It is simply highly improbable.

It is self-evident that, if after many observations we reaabh a situation opractical certainty then every
extraction has to contribute a little bit. Orfidirently stated, each observation has to provide a bit okexie in favor
of the compositions with larger proportions of white balsid, therefore, even the very first observation has to break
our symmetric state of uncertainty over the possible coitipas. How? At this point of the discussion there is a kind
of general enlightenment in the audience: the probabibty to be proportional to the number of white balls of each
hypothetical composition, becaudeokes with a larger proportion of white balls tend to produmere easily Whitg
and thereforeWhite comes easier fromsBhan B,, and so otf

UPDATING RULES

Updating rule for the “probabilities of the causes”
The heuristic rule resulting from the discussion is
P(B,=Bi|W,l) « m, 1)

wheren; = i/N, with N the total number of balls in boik is the white ball proportion antl stands for all other
available information regarding the experiment. [In theusd we shall use the shorter notatie(B; | W, I) in place of
P(B, = B |W, |), keeping instead always explicit the ‘background’ coiodit .] But, since the probability?(W | B;, I)
of getting White from boxg; is trivially 7; (we shall come back to the reason) we get

P(Bi |W,I) o« PW]|B,I). (2)

3In this particular case it is clear that ‘it has to’, but in geal ‘it might'. See for example footnote 9 and pay attentioat ttonditional
probabilities might be not intuitive and a formal guidancedsised.

4Please compare this expression, “the extraction of \eomesnore probable”, with “the probabilitye assign to It used above. The
former should be, more correctly, “we assign higher probghiti the extraction of White”, as it will be clear later. Folksaof conciseness and
avoiding pedantry, in this paper | will often use imprecispressions of this kind, as used in every day language.

5See e.ghttps://www.youtube . com/watch?v=YrsP-h2uVU4 from 48:00 (in Italian).



This rule is obviously not general, but depends on the faat We initially considered all boxes equally likely, or
P(Bi|1) e« 1, a convenient notation in place of the custom@{B; | I) = k, since common factors are irrelevant. So a
reasonablansatzfor the updating rule, consistent with the result of the dgston, is

P(Bi|W,I) o« PW|B,I)-PBill). (3)

But if this is the proper updating rule, it has to hold aftez #econd extraction too, i.e. wh&(B; | 1) is replaced by
P(Bi | W, 1), which we rewrite a®(B; | WY, 1) to make it clear that such a probability depeati®on the observation
of White in the first extraction. We have then

P(B WD, WP, 1) o« PW®@|B) - P(Bi WY, 1), 4)
and so on. By symmetry, the updating rule in case Black (‘Beyevobserved is
P(Bi|B,1) o« P(BIB)-P(Bill), (5)

with P(B | B)) = 1-r;. After a sequence af White we get therefor®(B; | ‘nW’, I) « 7; ". For example after 20 White
we are —we must be! — 98.9% confident to have chd@send 1.1%B,, with the remaining possibilities ‘practically’
ruled out®

If we observe, continuing the extractions, a sequenceWhite and (1 — x) Black we get

PBilnx 1) o i (1-m)"™. (6)
But, since there is a one-to-one relation betwBeandzr;, we can write
Prilnx,1) o m (1—m)">, @)

an apparently ‘innocent’ expression on which we shall comtrieger.

Laplace’s ‘Bayes rule’

As a matter of fact, the above updating rule can be shown tdtriesm probability theory, and | find it magnificently
described in simple words by Laplace in what he cattee“fundamental principle of that branch of the analysis of
chance that consists of reasonigosteriorifrom events to caus&R]: 8

“The greater the probability of an observed event given any one af@bar of causes to which that event may be
attributed, the greater the likelihood of that catgigen that event The probability of the existence of any one of
these causdg)iven the eventis thus a fraction whose numerator is the probability of the event giveratigec and
whose denominator is the sum of similar probabilities, summed over aktsalishe various causes are not equally
probablea priori, it is necessary, instead of the probability of the event given eackectugse the product of this
probability and the possibility of the cause itself.” [2]

Thus, indicating byE the dfect and byC; thei-th cause, and neglecting normalization, Laplaf@slamental princi-
pleis as simple as

PG |E,I) o« P(EIC,1)-PCill), 8)

from which we learn a simple rule that teaches us how to upth&teatio of probabilities we assign to two generic
cause<; andC; (not necessarily mutually exclusive):
PGE]) PEICi. 1) PECill)

P(Ci|E,l1) ~ P(EIC;, 1) P(Cjll)’

(©)

6Here is the result with a single line of R code:
> N=5; n=20; i=0:N; pii=i/N; pii~n/sum(pii~n)
[1] 0.000000e+00 1.036587e-14 1.086940e-08 3.614356e-05 1.139740e-02 9.885665e-01
(And, by the way, this is a good example of the importance of m&brguidance in assessing probabilities: according to myrexpee, after a
sequence of 5-6 White, people are misguided by intuition and te believe box8s much more than they rationally should
"Here is the R code for the example of 20 extractions resultifgWhite:
> N=5; n=20; i=0:N; pii=i/N; x=5; pii~“x * (1-pii)~(n-x) / sum( pii~x * (1-pii)~(n-x) )
[1] 0.000000e+00 6.968411e-01 2.979907e-01 5.167614e-03 6.645594e-07 0.000000e+00
(Note how using this code we can focus on the essence of wisajding on, instead of being ‘distracted’ by the math of thenmadization.)
8In the light of Brecht’s quote by Galileo you might be surpdse find quite some quotes in this paper. But there are bookbaks.



Equation (8) is a convenient way to express the so-calbgees rulgor ‘theorem’), while the last one shows explicitly
how the ratio of the probabilities of two causes is updatethbypiece of evidencE via the so calleBayes facto(or
Bayes-Turing factoj3]). Note the important implication of Equation (8): we carh update the probability of a cause,
unless it becomestrictly falsified, if we not consider at least another fully specifiadse [4, 5].

Updating the probability of the next observation

Coming to the probability of White in the second extractidrisinow clear why 1525 = 3/5 = 60% is wrong: it
assumed the remaining five boxes equally likeWhile they are not. Also in this case maieutics helps: it bee®
suddenly clear that we have to assign a higher ‘weight’ tetmepositions we consider more likely. That is, in general
and remembering that the weighRéB; | |) sum up to unity,

PWI[I) = > P(WI|B.I)-P(BiI), (10)

After the observation of White in the first extraction we thext'9

PW®@ w®), 1)

> PW® B, W, 1) - P(B W, 1)

D TPWIB,1) - P(B W, 1), (11)

whereP(W@ | B;, W, I) has been rewritten &(W | B;, 1) since, assuming a particular composition, the probabilit
of White is the same in every extraction. Moreover, since- P(W | B;), we can rewrite Equation (11), in analogy
with Equation (7), i.e. replacinB; by r;, as

POWA WD, 1) = " m - Pl WD, 1), (12)
i
which will deserve comments later.

WHERE IS PROBABILITY?

The most important outcome of the discussion related toaexperiment is in my opinion that, although people do
not immediately get the correct numbers, they find it quiteirad that relevant changes of the available information
have to modify somehow the probability of the box compositemd of the color resulting in a future extraction,
althoughthe box remains the sarniee. nothing changes inside't.Therefore the crucial, rhetorical question follows:
Where is the probabilityZertainly not in the bok

At this point, as a corollary, it follows that, if someonetjesnters the room and does not know the result of the
extraction, hgshe will reply to our initial questions exactly as we inilyadlid. In other words, there is no doubt that
the probability has to depend on thebjectwho evaluates it, or

“Since the knowledge may beftérent with diferent persons or with the same person &edént times, they may
anticipate the same event with more or less confidence, and tfieiedi numerical probabilities may be attached to
the same even{6]

If follows that probability is always conditional probaiby in the sense that

9 This would have been the correct answer toféedént question: probability of White from a box taken at randomong boxe8,_s, that is
59*5). Ruling outBg by hand at the very beginning is quitefférent from ruling it out as a consequence of the describedrgrpnt. The status of
information is diferent in the two cases and also the resulting probabilitiésisually be diferent! [Please note that afirent state of information
mightchange probability, but not necessarily it does. For exaR@le® | 1) = (W1 | 5B, 5W, I) just by symmetry. Conditioning is subtle!]

10 Here is the numerical result obtained with R:
> N=5; i=0:N; pii=i/N; ( PBi = pii/sum(pii) ); sum( pii * PBi )
[1] 0.00000000 0.06666667 0.13333333 0.20000000 0.26666667 0.33333333
[1] 0.7333333
Lcuriously, for strict frequentists the probability tHat contains white balls makes no sense because, they say, either it ditetoesn’t.



“Thus whenever we speak loosely of ‘the probability of an event,’ it igaghk to be understood: probability with
regard to a certain given state of knowledge.” [6]

So, more preciselyp = P(E) should always be understood ps- P(E | Is(t)), wherels(t) stands for the information
available to the subje@who evaluatep at timet.1? It is disappointing that many confuse ‘subjective’ withdirary’,
and they are usually the same who make use of arbitrary fagmbt based on probability theory, that is kbgic of
uncertainty but because they are supported by the Authority Principltending they are ‘objectivé?

WHAT IS PROBABILITY?

A third quote by Schidinger summarizes the first two and clarifies what we aréngl&bout:

“Given the state of our knowledge about everything that could possibb d1sy bearing on the coming true. . . the
numerical probabilityp of this event is to be a real number by the indication of which we try in sorsesc® setup a
quantitative measure of the strength of our conjecture or anticipationgdézlion the said knowledge, that the event
comes true [6]

Probabilityis notjust “a number between 0 and 1 that satisfies some basic ittles’axioms’), as we sometimes hear
and read, because such a ‘definition’ says nothing about waatre talking about. If we can understand probability
statements it is because we are able, so to say, to map theme'sategories’ of our mind, as we do with space and
time (although for values far from those we can feel direwatih our senses we need some means of comparison, as
when we say “30 times the mass of the sun”, and rely on numbers)

Think for example of two generic everils andE, such thatp; = P(E; | 1) andp, = P(E2|1). Imagine also that
we have our reasons — either we have evaluated the numbers,torst somebody’s else evaluations — to believe that
p: is muchlarger thatp,,'* where ‘much’ is added in order to make deelingstronger. It is then a matter of fact
that: “the strength of our conjecture” strongly favéig we expect (“anticipate”E; much more thaik,; we will be
highly surprised ifE, occurs, instead d;.'® Or, in simpler wordswe believe Eto occur much more thanE

Ideas, beliefs and probability

In other terms, finally calling things with their name, we taking aboutdegree of beligfand references to the deep
and thorough analysis of David Hume are deserved. The rems@an communicate with each other our degrees of
belief (“I believe this more than that”) is that our mind unstands what we are talking about, althotfgh

“This operation of the mind, which forms the belief of any matter of facgns® hitherto to have been one of the
greatest mysteries of philosophy

When | would explairiit}, | scarce find any word that fully answers the case, but am obligedvio fegourse to
every one’s feeling, in order to give him a perfect notion of this opemnatgiche mind.” [8]

In fact, since’nothing is more free than the imagination of m4@J, we can conceive all sorts of ideas, just combining
others. But we do not consider them all believable, or eguadlievable:"An idea assented tteelsdifferent from
a fictitious idea, that the fancy alone presents to us: Argldliferent feeling | endeavour to explain by calling it a
superiorforce, orvivacity, orsolidity, orfirmness or steadiness|8] (italics original.)

An easy evaluation is when we have a setqfiiprobablecases, a proportion of which leads to the event of
interest (neglect for a moment the first sentence of the guote

12 The notation used above is consistent with this statementheénsense that the conditions appearingPiB; | 1), P(B;|W®,1) and
P(B; |W®D, W@, 1) can be seen seen agt) evolving with time.

B3t is curious to remark that there are, or at least there wése Bayesians ‘afraid’ of subjective probability [7].

14 Note also this very last statement, to which we shall retutheaend of the paper.

15 As a real example, in my talk at MaxEnt 2016 | analyzed the fdbthatch France-Portugal, played right on the first day of tleekshop,
so that everybody (interested in football) had fresh inrth@nds the reaction of fans of the two teams, as shown on TV, Badlaat of people in
pubs in Ghent (slides are availablenatp: //www.romal.infn.it/~dagos/prob+stat.html#MaxEnt16_2).

18What Hume says about probability reminds me of the famous reffebgioAugustine of Hippo about timéQuid est ergo tempus? Si nemo
ex me quaerat, scio; si quaerenti explicare velim, nescioWhdt then is time? If no one asks me, | know what it is. If | wish tplain it to him
who asks, | do not know(https://en.wikiquote.org/wiki/Augustine_of _Hippo.) Indeed, as a creature living in a hypothetical Flatland
has no intuition of how a 3D world would be, so a hypotheticalligent humanoid ‘determinoid,’ living in a (very boringlorld in which all
phenomena happen with extreme regularity, would have nolajeee the concept of probability.



[“Though there be no such thing &ancein the world; our ignorance of the real cause of any event has the same
influence on the understanding, and begets a like species of belief dmfjin

“There is certainly a probability, which arises from a superiority of cleanan any side; and according as this
superiority encreases, and surpasses the opposite chances,fibilfiyoreceives a proportionable encrease, and
begets still a higher degree of belief or assent to that side, in which wevéisthe superiority. If a dye were marked
with one figure or number of spots on four sides, and with another figuneimber of spots on the two remaining
sides, it would be more probable, that the former would turn up than the’lf8fe

This is the reasoning we use to assert that the probabilityttte from boxB; is proportional td, viz. P(W | B;, 1) =

7. Instead, the precise reasoning which allows us to evathatgrobability of White fromB, in the light of the
previous extraction was not discussed by Hume (for that we tawait until Bayes [10], and Laplace for a thorough
analysis [11]), but the concept of probability still hol&®r example, after four consecutive white balls the prdiigbi

of White in a fifth extraction becomes about 90%. That is, agsgrie calculation has been done correctly, we are
essentially so confident to extract White fr@dnas we would from a box containing 9 white balls and 1 bltck.

PHYSICAL PROBABILITY?

Going back to the previous quote by Hume, an interestingy ldebated issue is whether there“ssich a thing
as Chance in the worlg’tr if, instead, probability arisesnly because ofour ignorance of the real cause of any
event.!® This is a great question which | like to tackle in a very pratimaay, re-wording the first sentence of the
guote: whatever your opinion might b#¢he influence on the understandirigthe same. If you assign 64% probability
to eventE; and 21% probability tde; (and 15% that something else will occur) you simply beliemed hence your
mind “anticipates”)E; much more thaE,, no matter what; and of E; refer to, provided you areonfident on the
probability valuegplease take note of this last expression).

For example, the events could be White and Black from a boxaimingy 100 balls, 64 of which White, 21 Black,
and the remaining of other colors. Bigt could as well be the decay of the ‘sub-nuclear’ particteilto amuonand
aneutring andE, the decay of the same particle into tpimns(one charged and one neutr&l)Thus, as we consider
the 64% probability of the Kto produce a muon and a neutrino a physical property of thicfgrsimilarly it can
be conveniento consider the 64% probability of the box to produce whitkbsba physical property of that box, in
addition to its mass and dimensions. (It is interesting tp @#ention to the long chain of somebody else’s beliefs,
implicit when e.g. a physicist uses a published branchitig ta form higher own belief on the decay of a partiéfe.
And something similar occurs for other quantities and ireotfomains of science and in any other human activity.)

17 The exact number d®(W® | 4W, I) is 90.4%, as it can be easily checked with R:
> N=5; n=4; i=0:N; pii=i/N; ( PBi=pii“n/sum(pii”n) ); sum(pii * PBi)
[1] 0.00000000 0.00102145 0.01634321 0.08273749 0.26149132 0.63840654
[1] 0.9039837

18The second position, popularized by Einstein’s “God dogsptay dice”, is related to the so-called Laplace Demon, “Ateliect which at a
certain moment would know all forces that set nature in motiod, &l positions of all items of which nature is composed, i§tintellect were
also vast enough to submit these data to analysis, it wouldarabin a single formula the movements of the greatest bodieg afrtiverse and
those of the tiniest atom; for such an intellect nothing wdaddincertain and the future just like the past would be ptesefore its eyes.” [2]

1%Thebranching ratiosof K* into the two ‘channels’ are BR(K— u*v,) = (6356 = 0.11)% and BR(K — 7*7°) = (20.67  0.08)%[12].

By the way, | do not think that Quantum Mechanics needs spedies of probability. There the mysteries are related tovle&rd properties
of the wave functiony(x,t). Once you apply the rules — “shut up and calculate!” has Heerong time the pragmatic imperative — and get
‘probabilities’ (in this case ‘propensities’, as we shaky all the rest is the same as when you calculate ‘physichbpitities’ in other systems.
Take for example the brain-teasing single photon doublesfieriment (see e.gttps://www.youtube.com/watch?v=GzbKb59my3U). From

a purely probabilistic point of view the situation is quiienple. Applying the rules of Quantum Mechanics, if we operyaiit A we get the pdf
fa(x| A 1); if we open onlyB we getfg(x| B, I); if we open both slits we gefiang 5(X| A& B, I). Why shouldfag s(x| A& B, 1) be just a superposition
of fa(x| A 1) andfg(x| B, I)? In fact within probability theory there is no rule whichates them. We need a model to evaluate each of them and the
best we have are the rules of Quantum Mechanics. Once we batleegabove pdf’s all the rest follows as with other commongdfi particular,

if we get e.g. thafa(xg | A 1) >> fags(X1| A& B, I) we believe that a photon will be detected ‘arourg’if we open only slitA, much more than if
we open both slits. And, similarly, if we plan to repeat theexment a large number of times, we expect to detect ‘many moregbpkdaround’

x1 if only slit Ais open than if both are. That's all. Afirent story is to get an intuition of the rules of Quantum Matbs.

201 like, as historian Peter Galison puts fExperiments begin and end in a matrix of beliefs. ... Beliefsnstrument type, in programs of
experiment enquiry, in the trained, individual judgmentsiatevery local behavior of pieces of apparat{s3] Then beliefs are propagated within
the scientific community and then outside. But, as recogninethods from ‘standard statistics’ (first at all the infamousjues) tend to confuse
even experts and spread unfounded beliefs through thetiicieommunity as well as among the general public [4, 5], thahsameanwhile is
developing ‘antibodies’ and is beginning to mistrust strikscientific results and, | am afraid, sooner or later alg&ngists and Science in general.



Propensity vs probability

Back to our toy experiment, | then see no problem saying thaBbhasprobabilityr; to produce white balls, meaning
that such a ‘probability’ is a physical property of the boagrsething that measures jtgopensity(or bent tendency
preferenc¥’ to produce white balls.

It is a matter of fact that, if we have full confidence thatheysicaP? system has propensityto produce evere,
then we shall use to form the“strength of our conjecture or anticipatioof its occurrence, that iB(E |, 1) = 7.23
But it is often the case in real life that, even if we hypothkedhat such a propensity does exist, we are not certain
about its value, as it happens with bBx In this case we have to take into account all possible valfipsopensity.
This is the meaning of Equation (12), which we can rewrite or@rgeneral terms as

PEIN = > m-Pxll). (13)

We can extend the reasoning to a continuous set, afidicated byp for its clear meaning of the parameter of a
Bernoulli process, to which we associate then a probalalitysity function (pdf), indicated bf(p|1):2*

1
PE|N) = fopfmmdp (14)

The special case in which oprobability, meant aglegree of beliefcoincides with a particular value pfopensity

is whenP(r; | 1) is 1 for a particulaii, or f(p|l) is a Dirac delta-function. This is thefterence between box&s
andBk. In Bg our degree of belief of 2 on White or Black is directly related to its assumed proggnsigive balls
of either colors. InB, a numerically identical degree of belief arises from averg@ll possible propensity values
(initially equally likely). And therefore thé'strength of our conjecture or anticipatioff] is the same in the two
cases. Instead, if we had at the very beginning only the baitiisat least one white ball, the probability of White
from B~ becomes, applying the above formuk.(i/5) x (1/5) = 3/5.

We are clearly talking aboytrobabilities of propensitiesas when we are interested in dete@gcienciesor in
branching ratiosof unstable particles (or in the proportion of the populaiioa country that shares a given character
or opinion, or the many other cases in which we use a binonigalildltion, whose parameteqr has, or might be
given, the meaning of propensity). But there are other cimsehich probability has no propensity interpretation, as
in the case of the probability of a box composition, or, magaeyally, when we makiaferenceon theparameter of
a model This occurs for instance in our toy experiment when we wallértg aboutP(B; | 1), a concept to which no
serious scientist objects, as well agdie has nothing against talking e.g. of 90% probability thatmass of a black
hole lies within a given interval of values (with the exceptiof a minority of highly ideologized guys).

Probability, propensity and (relative) frequency

A curious myth is that physical probability, or propensitgs “only a frequentist interpretation” (and thereforey'gih
cists must be frequentist”, as ingenuously stated by thed®d®inD student quoted on the first page). But it seems to

21| have no strong preference on the name, and my propensitydn éépropensity’ is because it is less used in ordinary leamge (and despite
the fact that this noun is usually associated to Karl Pomoeguthor | consider quite over-evaluated).

22Note the extended meaning of ‘physical’, not strictly redate Physics, but to ‘matters of fact’ of all kinds, includingy fexample biological,
sociological or economic systerbslievedo have propensities to behave iffdrent ways.

23| had heard that this apparent obvious statement goes ureleathe of LewisPrincipal Principle (see e.ghttp://plato.stanford.
edu/entries/probability-interpret/). Only at the late stage of writing this paper | bothered teestigate a little more about that ‘curious
principle’ and found out LewisSubjectivist's Guide to Objective Chari@d], in which his very basic concepts, outlined in a coudlédazen of
lines at the beginning of the article, are amazingly in turilséveral of the positions | maintain here.

241t becomes now clear the meaning of Equation (7), which we ocariteeas

f(pinx.1) o« p*(1-p™,
having assumed a continuity of propensity values, and hastated our inference from a uniforpmior, thatisf(p|l) = 1.
The normalized version of the above equation is
(n+1)!

X! (n = x)! pr-p

f(plnx 1)



me to be more a question of education, based on the domirtaolsaf statistics in the past century (and presertily),
rather than a real logical necessity.

It is a matter of fact thatrélative) frequency and probability are somehow connected withidbability theory,
without the need for identifying the two concepts.

e A future frequencyf, in n independentsituations’ (not necessarily ‘trials%® to each of which we assign
probability p, has expected valug and ‘standard uncertainty’ decreasing with increasirag 1/+/n, though
all values 0, In, 2/n, ..., 1 arepossible(!). This a simple result of probability theory, directlylaged to the
binomial distribution, that goes under the name of Berrisuttheorem, often misunderstood with a ‘limit’, in
the calculus’s sense. Indeéddoes nottend to” p, but it is simplyhighly improbableo observef, far from p,
for large values of.?” In particular, under the assumption that a system has aamunstopensityp in a large
number of trials, we shall consider very “unlikely to obsefy far from p.”28 Reversing the reasoning, if we
observe a giverf, in a large number of trials, common sense suggests thatrtheept should lie not too far
from it, and therefore our degree of belief in the occurrewice future event of that kind should be abdjut

e More precisely, the probability of a future event can be reathtically related, under suitable assumptions, to
the frequency ofinalogoug® eventsE() that occurred in the pad.For example, assuming that a system has
propensityp, afterx occurrences (‘successes’)nrtrials we assign dierent beliefs to the lierent values op
according to a probability density functidi{p|x, n, 1), whose expression has been reported in Footnote 24. In
order to take into account all possible valuespofie have to use Equation (14), in whose r.h.s. we recognize

25Here is, for example, what David Lewis (see Footnote 23) wiiteRef. [14] (italics original)“Carnap did well to distinguish two concepts
of probability, insisting that both were legitimate and used that neither was at fault because it was not the otlderniot think Carnap chose
quite the right two concepts, however. In place of his ‘degréconfirmation’, | would putredenceor degree of beligfin place of his ‘relative
frequency in the long run’, | would pahanceor propension understood as making sense in the single caéeré or less what | concluded when
| tried to read Carnap about twenty years ago: his first chwieans nothing (or at least it has little to do with probabjjithe second does not
hold, as | am arguing here.

26To make it clear, what is important to is thats (abou) the same, and that our assessments are independent. It doeattes if, instead, the
events have a fferent meaning, like e.g. tails tossing a coin, odd numbemngbi die, and so on. The emphasized ‘about’ is becpuself could
be uncertain, as we shall see later. In this case we needltmévéhe expectation df, taking into account the uncertainty abqut

27Related to this there is the usual confusion between a piliatistribution and a distribution of frequencies. Taloe example a quantity that
can come in many possibilities, like in a binomial distributieith n = 10 andp = 1/2. We can think of repeating the trials a large number of times
and then, applying Bernoulli’'s theorem to each of the elguessibilities, we consider it very unlikely to observe \egiof relative frequencies in
each ‘bin’ diferent from the probabilities evaluated from the binomialrdistion. This is why we highly expect — and we shall be hygtlirprised
at the contrary! — a frequency distribution (‘histogram&)ysimilar in shape to the probability distribution, as yam easily ‘check’ playing with
n=10000; x=rbinom(n, 10, 0.5); barplot(table(x)/n, col=’cyan’)
barplot(dbinom(0:10,10,0.5), col=rgb(1,0,0,alpha=0.3), add=TRUE)
That's all! Nothing to do with the “frequency interpretaiiof probability”, or with the “empirical law of Chance” (se@&tnote 28).

280bviously, if you make an experiment of this kind, tossing tagooins or dice a large number of times, you will easily fincitiek frequencies
of a given face around/2 or /6, respectively as simulated with this line of R:
p=1/2; n=10"5; sum( rbinom(n, 1, p) ) / n
But it is just because, in the Gaussian large number approxima(|f, — 1/2| > 1/+/n) = 4.6%, and therefore, will usuallyoccur around
1/2 [although all 6 + 1) values between 0 and 1 are possible, with probabilfigg = x/n) = 2-"n! (xI(n — x)!)~1]. Not because there is a kind
of ‘law of nature’ — “legge empirica del caso”, in Italian baqk.e. “empirical law of Chance” — ‘commanding’ thsequency has to tend to
probability, thus supporting the popular lore of late numbers at lottoyling up in order to obey it. In the scientific literature amdtéxt books,
not to speak about popularization books and article, it khbe strictly forbidden to call ‘laws’ the results of asymgitctheorems, because they
can be easily misunderstood. [For example we read (visitétl/PD16) inhttps://it.wikipedia.org/wiki/Legge_dei_grandi_numeri
that “the law of large nhumbers, also called empirical law ofrafeaor Bernoulli's theorem [...] describes ... " (total cosibn! — see alshttps:
//en.wikipedia.org/wiki/Law_of_large_numbers andhttps://en.wikipedia.org/wiki/Empirical_statistical_laws).]

Moreover, it should be avoided to teach that e.g. probgtil means that something will occur t¢8lof the elements of a ‘reference clasy’,
first because a false sense of regularity can be easily iddnc@mple minds, which will then complain that the “the prolbities were wrong” if
no event of that kind occurred in 9 timag; second because such ‘reference classes’ might not exispesple should be trained in understanding
degrees of belief referred to individual events.

29e() js the success in the first tridk{®) the success in the second trial, and so on. Speaking abeutétiization of the same event” is quite
incorrect, because everfE§) are diferent. They can be at most analogous. We indicate here, ihdtg& the generic future event of the kind of
EM-EM  j.e. for exampleE = EM™D),

30|t is a matter of fact that, because of evolution or whatevertagism you might think about, the human mind always looks fouleziies.
This is how Hume puts it (italics originalyWhere diferent éfects have been found to follow from causes, which arappearanceexactly
similar, all these varioustkects must occur to the mind in transferring the past to the éutamd enter into our consideration, when we determine
the probability of the event. Though we give the preferenadat which has been found most usual, and believe thatftieistevill exist, we must
not overlook the otherfgects, but must assign to each of them a particular weight athbaty, in proportion as we have found it to be more or
less frequent[9]



theexpected valuef p. We get then the famous Laplaade of successiofand its limit for largen andx),

(n+1)! x+1

PEIXNI) = E[p|xn|]—fpx|(n i P - dp= — 2=f, @9

which can be interpreted as follows. If vipconsider the propensity of the system constatgonsider all
values ofp a priori equally likely (or the weaker condition of all vakibetween 0 and 1 possible,rifis
‘extraordinary large’)jii) perform a ‘large’ number of independent trials, then thgrde of belief we should
assign to a future event is basically the observed past érexyu Equation (15) can then be seen as a mathe-
matical proof that what the human mind does by intuition atwstom” (in Hume’s sense) is quite reasonable.
But the formal guidance of probability theory makes clea dissumptions, as well as the limitations of the
result. For example, going back to our six box example, draftextractions we obtained White, one could

be tempted to evaluate the probability of the next White framdbserved frequendy, = x/n, instead of, as
probability theory teaches, firstly evaluating the probtés of the various compositions from Equation (6) and
then the probability of White from (10). The results will nat the same and the latter is amazingly ‘bef§t].

There is another argument against the myth that physichgibty is ‘defined’ via the long-term frequency behavior.
If propensityp can be seen as a parameter of a physical system, like a mésradius of the sphere associated with
the shape of an object, then, as other parameters, it migimgehwith time too, i.e. in general we deal witft). It

is then self-evident that flerent observations will refer to propensities dfatient times, and there is no way to get a
long-term frequency at a given time. At most we can make spaesasurements atffiirent times, which could still
be useful, if we have a model of how the propensity might cleamigh time3?

ABRUPT END OF THE GAME — DO WE NEED VERIFIABILITY?

There is another interesting lesson that we can learn fransizbox toy experiment® After some time the game
has to come to an end, and the audience expects that | finally tile compaosition of boB.,. Instead, | take it, put it
back together with the others and fitwiall them well. As you might imagine, the reaction to thisxperted end is
surprise and disappointment. Disappointment becausaitigan to seek the ‘truth’. Surprise because they didn't pay
attention, or perhaps didn’t take me seriously, when | saitle@very beginning that “we are forbidden to look inside
the box, as we cannot open an electron and read its mass aige @la hypothetical label.”

The reason for this unexpected ending of the game is twafatst, because scientists (especially students) have
to learn, or to remember, that when we make measurementsmairén most cases in a condition of uncertaitfty.
And not only in physics. Think, for example, of forensics.WiHmany times judges and jurors will finally know with
Certainty if the defendant was really guilty or innocéft@Ve know by experience that we have to distrust even
so-called confessed criminals!)

The second reason is related to the question o¥éndiability of the events about which we make probabilistic
assessments. Imagine, that during our toy experiment we B adtractions, getting White twice, as for example in
the following simulation in R. (Note that if you run the line§code as they are, deleting immediately after it is

31T get an idea, repeat several times the following lines of éeashich simulate extractions with re-introduction from bai, calculate the
number of White, infer the probability of the box compositioasd finally evaluate the probability of a next White and comitaséth the relative
frequency. There is no miracle in the result, it is just tihat probabilistic formulae are using all available infortien in the best possible way
N=5; i=0:N; pii=i/N; ri=1; n=100; s=rbinom(n,1,piilri+1]); ( x=sum(s) )

( PBi = pii“x * (1-pii)~(n-x) / sum( pii“x * (1-pii)~(n-x) ) )
cat (sprintf ("P(W|sequence) = %.10f; x/n = %.4f \n", sum( pii * PBi ), x/mn))

32 would like to make a related comment on another myth concerhiegtientific method, according to which “replication is teenerstone
of Science”. This implies that, if we take this principle tily, much of what we nowadays consider Science is in realiy-scientific (can we
repeat measurements concerning a particular supernovag @rasticular black holes merging with emission of gravitasibwaves?). And if you
ask, they will tell you that this principle goes back to notigev than Galileo, who instead wrote[15] ttf@he knowledge of a singlefkect acquired
by its causes opens our mind to understand and ensure us pEfifas without the need of doing experimer{t4 a cognizione d’un solo getto
acquistata per le sue cause ci apre l'intelletto a 'ntendérassicurarci d’altrif@etti senza bisogno di ricorrere alle esperiefzBbing Science is
not just collecting (large amounts of) data, but properlyrireg them in a causal model of Knowledge.

33wWhat is nice in this practical session, instead of abstraetgptions, is that the people participating in the discusbave developed their
degrees of beliefs, and therefore, when the box is taken,dhay cannot say that what they were thinking (and feelifgtot valid anymore.

34See e.g. Feynman’s quote at the end of the paper.

351f you worry about these issues, then you might be interesi¢iai Innocence Projedigtp: //www. innocenceproject.org/.



used in the second line, you will never know the true compmditf you want to get exactly the probability numbers
of the last two outputs shown below, without having to waigeix equal 2, as it resulted here, then just force its
value.)

> N=5; i=0:N; pii=i/N; n=6

> ri = sample(i, 1)

> ( s=rbinom(n,1,piilri+1]) ); rm(ri)

[1J] 001100

> ( x=sum(s) ) # nr of White

[11 2

( PBi = pii“x * (1-pii)~(n-x) / sum( pii~x * (1-pii)~(n-x) ) )

[1] 0.00000000 0.34594595 0.43783784 0.19459459 0.02162162 0.00000000

> sum( pii * PBi )

[1] 0.3783784
At this point we have 44% belief to have pick&d and only 2.2%B,; and 38% belief to get White in a further
extraction. And these degrees of belief should be maindaieeen if, afterwards, we lose track of the B8xXThis is
like when we say that a plangasat a given instant in a given cube of airspace with a given giodiy. Or, more
practically [16], imagine you are in a boat on the sea or orke,laot too far from the shore, so that you are able,
e.g. using Whatsapp on your smartphone, to send to a friend@B6 position, including its accuracy. The location
is a point, whose accuracy is defined by a radius such thate'ikea 68% probability that the true location is inside
the circle.®” This is a statement that normal people, including expeéérscientists, understand and accept without
problems and which our mind uses to form a consequent degbetief, the same as when thinking of the probability
of a white ball being extracted blindly from a box that consa68 white and 32 black balls. And practically nobody
has concerns about the fact tisach an event cannot be verifidggkceptions are, to my knowledge, strict frequentists
and strict definettians (but | strongly doubt that they dofoom in their mind a similar degree of belief, although
they cannot ‘professionally’ admit it.) In fact, forfterent reasons, it is forbidden to scholars and practitoogboth
schools to talk about probability of hypotheses in the mesiegal case, including probability that true values are in
a given interval. For example neither of them could talk & grobability that the mass of Saturn is within a given
interval, as instead it was done by Laplace, to whom was giyfelear the hypothetical character of the so called
coherent be#® As they would not accept talking about the most probablet gtbibitam maxime probabilitatem”),
or the probability that a planet is at given point in the slg/jrestead did Gauss when he derived his way the normal
distribution from the conditions (among others) thatll points werea priori equally likely (“ante illas observationes
[...] aeque probabilia fuissg”ii) the maximum of theosterior (“post illas observatione¥’had to be equal to the
arithmetic average of the observations [17].

PROBABILITY OF PROBABILITIES (AND OF ODDS AND OF BAYES FACTORS)

The issue of ‘probability of probability’ has already beesatlissed above, but in the particular case in which the
second ‘probability’ of the expression was indeed a progpefand | would like to insist on the fact that whoever is
interested in probability distributions of the Bernoulirametep, that is in something of the kinf(p| 1), is referring,
explicitly or implicitly, to probabilities of propensit&. | would like now to move to the more general case, i.e. when
we refer to uncertainty about our degree of belief. And, mghlike to approach the question in a pragmatic way,
beginning with some considerations.

The first is that we are often in situations in which we are gtlnt to assign a precise value to our degree of
belief, because “we don’t know” (this expression is comrgdreard). But if you ask “is it then 10%7?”, the answer
can be “oh, not that low!”, or “not so high!” depending on theast of interest. In fact it rarely occurs that we know

38Note that many statements concerning scientific and histéfacas’ are of this kind.

37See e.ghttps://developer.android.com/reference/android/location/Location.html#getAccuracy ()

38Here is how Laplace reported his uncertainty on value of thesreé Saturn got by Alexis BouvartHis [Bouvard] calculations give him the
mass of Saturn as 3,512th part of that of the sun. Applying mgaiiistic formulae to these observations, | find that thesaaté 11,000 to 1 that
the error in this result is not a hundredth of its valljg] That is P(3477 < Msun/Msat < 3547| | (Laplace))= 99.99%. Note how the expression
“the odds arg indicates he was talking of a fair bet, viz. a coherent betréduer it is self evident that such a bet cannot be, strigiBagking,
settled, but it rather had dwypothetical normativemeaning. (And Laplace was also well aware of the non lineéetyveen quantity of money
and its ‘moral’ value, so that a bet with such high odds coulcenbe agreed in practice and it was just a strong way to statelebility.)



absolutely nothing about the fattand in such a case we are not even interested in evaluatitglgtities (why
should we assign probabilities if we don’t even know what westalking about?).

The second is that the probability of probability, in the igsneral sense, is already included in the following,
very familiar formula of probability theory, valid ifl; are all the elements of a complete class of hypotheses,

PAIL) = > P(AIH;1)-P(Hi[1). (16)

We only need the courage to read it with an open mind: Equétiénis simply an average of conditional probabilities,
with weights equal to probabilities of each contributiomt B order to read it this way at leaB{H; | I) must have the
meaning of degree of belief, whil(A|H;, I) can represent propensities or also degrees of belief.

Probability of probabilities could refer to evaluationssoimebody’s else probabilitié8 as e.g. in game theory,
but they are also important in all those important casesaiflife in which direct assessments are done by experts or
whensensitivity analysiteads to a spectrum of possibilities. For example, one nagaiuate higer degree of belief
around 80%, but it could be as well, perhaps with some reheeta75% or 85%, or even ‘pushed’ down to 70% or
up to 90%. With suitable questiotisit is possible then to have an idea of the range of poss#slitin most cases
with the diferent values not equally likely (sharp edges are never nedde). For example, in this case it could be a
triangular distribution peaked at 80%. This way of modelihg uncertainties on degrees of belief is similar to that
recommended by the ISO’s GUNB(ide to the expression of uncertainty in measurerfi@j} to model uncertainties
due to systematicfiects. After we have modeled uncertain probabilities we cnthe formal rules of the theory to
‘integrate over’ the possibilities, analytically or by MeCarlo (and after some experience you might find out that, if
you have several uncertain contributions, the details@htiodels are not really crucial, as long as mean and variance
of the distributions are ‘reasonable’). The only importarhark is to be careful with probabilities approaching 0.or 1
This can be done using log scale fotensities of belieffor the details of which I refer to [20] [in particular Semtis
2.4,3.1, 3.3 and 3.4 (especially Footnote 22), and AppelBtiand references therein.

Once we have broken the taboofafely speaking (because in reality we already somehow do it) digiviities
of probabilities, it is obvious that there is no problem tdesxd this treatment of uncertainty to related quantities,
like odds and Bayes factai), as a simple propagation from uncertain probabilitigsin direct assessments by ex-
perts. For example, direct assessments of odds are cyrpanformed for many real-life events. Direct (‘subjectjve
assessments of Bayes factors were indeed envisaged ir2BEf. [

CONCLUSIONS

Probability, in its etymological sense, is by nature dowsulijective. First, because its essence is rooted in afigeli

of the “human understanding” [8]. Second, because its @dypends on the information available at a given moment
on a given subject. Many evaluations are based on the assuogelrties of ‘things’ to behave in some ways rather
than in others, relying on symmetry judgments or on regiidsriobserved in the past and extended to the future (at
our own risk, hoping not to end up like theductivist turkey. The question of whether there is “such a thing as
Chancein the world"[9] (does God play dice?) is not easily settledt whatever the answer is, “our ignorance of the
real cause of any event has the same influence on [our] uaddisy.”[9] So, at least for pragmatic convenience, we
can assign to ‘thinggropensitiesseen as parameters of our models of reality, just like plygiantities. And they
might change with time, as other parameters do. Furtherntasea matter of fact that, besides text book stereotyped
cases, propensities are usually uncertain and we have rio d@ut them by doing experiments and framing the
observations in a (probabilisticausal modelThe key tool to perform the so-called probabilistic invensis Bayes
rule and such models of reality go under the nam8ayjesian networksn which probabilities are attached to all
uncertain quantities (possible observations, paramatetyper-parameters, which might havifatent meanings,
including that of propensity and of degree of belief, as whenmodel the degree of reliability of a witness in

3%4If we were not ignorant there would be no probability, theauld only be certainty. But our ignorance cannot be abspliat then there
would be no longer any probability at all. Thus the problemprobability may be classed according to the greater or lgsthdad our ignorance.”
(18]

4Ojtalians might be pleased to remember Dante’s “Cred’io ch'eilette ch'io credesse che ...” (Inf. XIlI, 25), expressiraidfs of beliefs
of beliefs (“I believe he believed that | believed that. ,.ryughly rendered in verses as “He, as it seem’d, believat tihad thought [that]...”
(https://www.gutenberg.org/files/8789/8789-h/8789-h.htm#1ink13).

4IFor example we can ask the range of virtual coherent bets arld aocept in either direction, or ‘calibrate’ probabilsudgements against
boxes with balls of dferent colors (or other mechanical or graphical tools).



Forensic Science applications). Predictions are then rhpd&eraging values of propensities with weights equal to
the probabilities we assign to each of them.

In this paper | have outlined this (in my opinion) natural vediyeasoning, which was that of the founding fathers
of probability theory, with a toy experiment. Then, once veedsmustered up the courage to talk about probabilities
of probabilities, as shyly done nowadays by many, we extkadhtto related concepts, like odds and Bayes factors.

| would like to end reminding de Finetti'$Probability does not exist{in the things), adding thdpropensity
might, but it is in most cases uncertain and it can change tiitle”

“To make progress in understanding,
we must remain modest and allow that we do not know.
Nothing is certain or proved beyond all doubt.

The statements of science are not of what is true and what is not true,
but statements of what is known tdi@dirent degrees of certainty.”
(Richard Feynman)
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