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FINITE ELEMENT EXTERIOR CALCULUS
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ABSTRACT. We give a systematic and self-contained account of the construc-
tion of geometrically decomposed bases and degrees of freedom in finite element
exterior calculus. In particular, we elaborate upon a previously overlooked ba-
sis for one of the families of finite element spaces, which is of interest for
implementations. Moreover, we give details for the construction of isomor-
phisms and duality pairings between finite element spaces. These structural
results show, for example, how to transfer linear dependencies between canon-
ical spanning sets, or give a new derivation of the degrees of freedom.

1. INTRODUCTION

Exterior calculus is a canonical approach towards mathematical electromag-
netism. Utilizing exterior calculus in numerical analysis hence seems to be a natural
choice, and a multitude of finite element methods have been formulated in what is
now known as Finite Element Exterior Calculus (FEEC [5]). A particular achieve-
ment of FEEC has been the identification of spaces of polynomial differential forms
invariant under affine transformations, and subsequently the construction of finite
element de Rham complezes. Research in numerical analysis has elaborated upon
bases, degrees of freedom, and their geometric decompositions for those finite ele-
ment spaces (see [3, 4, 16, 17, 22, 23], for example).

In this exposition we address the construction of spanning sets, bases, and de-
grees of freedom in finite element exterior calculus. A new result is a simple basis
for one of the families of spaces in FEEC that includes the Brezzi-Douglas-Marini
space and the Nédélec spaces of second kind. To the author’s best knowledge, that
basis is not yet commonly known and has been used only implicitly in the seminal
work of Arnold, Falk, and Winther [3]. Furthermore, it differs from other explicit
bases in FEEC ([4]). Our new bases is easy to define and can serve as a default
in finite element implementations. Another contribution of our exposition a com-
plete theory of isomorphisms and duality pairings between finite element spaces in
FEEC. These serve as general tools which allow us to relate bases of different finite
element spaces and enable a straightforward construction of geometrically decom-
posed degrees of freedom. These isomorphisms and duality pairings have been used
implicitly in the initial work of Arnold, Falk, and Winther and have been made
explicit recently by Christiansen and Rapetti [11]. We complete the theory of these
isomorphisms and show that they are well-defined in terms of spanning sets.

2010 Mathematics Subject Classification. 65N30.

Key words and phrases. barycentric differential form, canonical spanning sets, degrees of free-
dom, finite element exterior calculus, geometrically decomposed bases.

This research was supported by the European Research Council through the FP7-IDEAS-ERC
Starting Grant scheme, project 278011 STUCCOFIELDS. This research was supported in part by
NSF DMS/RTG Award 1345013 and DMS/CM Award 1262982. Parts of this article are based
on the author’s PhD Thesis.



2 MARTIN W. LICHT

The wider purpose of this exposition is giving a concise and self-contained pre-
sentation of the construction of spanning sets, bases, and degrees of freedom in
FEEC. For that purpose our exposition also collects and rearranges results in a
manner which until now can only be found distributed throughout the literature.

Our construction of geometrically decomposed bases for finite element spaces
builds upon previous publications in the literature. For the purpose of comparison
and as a justficiation for our manner of exposition, we recall the approaches in two of
the major references, beginning with the exposition [3, Chapter 4] of Arnold, Falk,
and Winther. Their presentation begins by devising a basis for P~ A*(T). Then
they determine a geometrically decomposed basis of the dual space P,.A*(T)*, and
subsequently a geometrically decomposed basis of the dual space P~ A*(T)*. After
outlining bases for spaces with vanishing trace, they find geometrically decomposed
bases for P,- A¥(T) and, implicitly, for P.A*(T). In [4], we are given bases for the
spaces with vanishing trace, P;- A¥(T) and P, A*(T). The latter publication studies
extension operators and geometrically decomposed bases, in explicit form also for
P, A*(T), though the basis in [4] is generally different from the one in [3].

We arrange this material in a different manner. Most importantly, we directly
construct geometrically decomposed bases of the spaces P,.A*(T) which contain
bases of ﬁrAk(T). It does not seem to be widely known that explicit geometrically
decomposed bases for the P, AF-family can already be derived with the methods in
[3] and that these bases are different from the ones in [4]. By contrast, our geo-
metrically decomposed bases for P~ A¥(T) and P A*(T') coincide with those in [3]
and [4]. We emphasize that we develop bases for the finite element spaces without
referring to any degrees of freedom in the first place.

Quite remarkably, finding explicit bases for the Brezzi-Douglas-Marini space and
the Nédélec spaces of second kind seems to have been an open problem for quite
some time. The original articles by Brezzi, Douglas, and Marini [9] and Nédélec
[21] describe the degrees of freedom but do not address explicit formulas for bases.
It seems that explicit bases for general polynomial degree have appeared in the
literature only twenty years later: we point out the contributions by Arnold, Falk,
and Winther [4], Ervin [12], and Bentley [6]. Explicit bases for the Raviart-Thomas
space and the Nédélec spaces of first kind have started to appear around the same
time (e.g. [15]).

In this article, we describe a basis for the Brezzi-Douglas-Marini space,

(1) { )\%V)\;F | @ € A(r,n), p € {0,1,2}, minfo] #p },

for the curl-conforming Nédélec elements of second kind,

(2) { MGV | € A(r,n), p € {0,1,2,3}, minfa] #p },

and for the divergence-conforming Nédélec elements of second kind

(3) {AFVAL x VAL [a€ A(r,n), p,q €{0,1,2,3}, p <q, minfa] ¢ {p,q} },

where r denotes the polynomial degree; see also Remark 4.4 later in this article for
a description of the notation. An illustration of these bases for vector-valued finite
elements for low polynomial degree is given by Tables 1 — 3.

Having constructed bases for the finite element spaces, we study isomorphisms
between finite element spaces. Whenever T is an n-dimensional simplex and k£ and
r are non-negative integers, we have isomorphisms

4)  PAND) = P ATHD), P A HT) = Pk AR(T).
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r=1|2{VA, Vb, AM{VAo, VAo, Xa{V o, VA }
r=2 | Aofho, A, A HVAL VAo b, A, A H VAo, VAo )}, A2{V Ao, VA }
r=3 | Aofho, A1 A} 2{V AL VAo k, M{A, A 12 {V o, VAo ), A3{V Ao, VA }

TABLE 1. Bases for the Brezzi-Douglas-Marini space on a 2-
simplex T for low r in terms of barycentric coordinates.

r =11 M{VAL, VA2, VAs} AM{VAo, VA2, VAs}, Aa{V Ao, VA1, VAs),
A3{V Ao, VA1, VAo }

=2 | Xo{ A0 A1, A2, A3H{ VAL, VA2, VAs}, Ai{A1, A2, AsH{V Ao, VA2, VAs},
>\2{)\2,)\3}{V)\07V/\1,V)\3}, )\%{VAO,V)\l,V)\Q},

=3 | Ao{Xo, A1, A2, A3} {V A1, VA2, Vs, Ai{A1, A2, A3}2{V Ao, V2, VAs},
Aa{ X2, A3}2{V Ao, VA1, VAs}, A3{V Ao, VA1, Vo},

TABLE 2. Bases for the curl-conforming Nédélec space of second
kind on a 3-simplex T for low 7 in terms of barycentric coordinates.

r=1 )\O{v>\1 X v>\2,v>\1 X V)\g, V)\Q X V)\g},
)\1{V}\0 X V)\Q, v>\0 X V)\g, v>\2 X V)\g},
)\Q{V)\O X V)\l,V)\O X V)\d,V)\l X V)\d},
)\3{V)\0 X V)\l, V)\o X V)\Q, V)\l X V)\Q}

r=2 )\0{)\0,)\1,)\2,)\3}{V}\1 X V)\Q,V)\l X V)\g,V)\Q X V)\g},
)\1{)\1,)\27)\3}{V>\0 X V)\Q,V)\O X V)\3,V)\2 X V)\g},
/\2{)\2,/\3}{V)\0 X V/\l,V)\O X V)\g,V/\l X V)\3},
/\%{V)\o X V)q,V)\Q X V)\Q,V)\l X V)\g},

r=3 )\0{)\0,)\1,)\2,)\3}2{v>\1 X V)\g,V)q X V)\37V>\2 X V)\3},
/\1{)\1,/\2,)\3}2{V)\0 X V/\Q,V)\o X V/\g,V/\Q X V/\g},
)\2{/\2,/\3}2{V)\0 X V/\l,V)\o X V/\3,V)\1 X V/\3},
)\g{v>\0 X v>\1,v>\0 X V)\Q, V)\l X V)\Q},

TABLE 3. Bases for the divergence-conforming Nédélec space of
second kind on a 3-simplex 7" for low 7 in terms of barycentric
coordinates.

In fact, more is true: to each of these isomorphic pairs corresponds a duality pairing.
These isomorphic relations and duality pairings are used in the seminal publication
by Arnold, Falk, and Winther [3].

A novel result of this article is that both linear isomorphisms preserve the canon-
ical spanning sets. Consequently, these isomorphisms translate linear dependencies
and independencies between these spaces. We subsequently show how the values
of the duality pairings can be expressed in terms of the spanning sets. One appli-
cation of these results is of expositional nature: they enable a new way to derive
the degrees of freedom for the finite element spaces. The aforementioned results
draw major inspiration from recent work by Christiansen and Rapetti [11], who
have derived similar results for the first isomorphism in (4) but not for the second
isomorphism. The techniques in this article allow us to extend upon the results
in [11] on the first isomorphic pair and to give analogous results for the second
isomorphic pair.
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Finding geometrically decomposed bases and degrees of freedom is much more
difficult for vector-valued than for scalar-valued finite element spaces. The rea-
son is that the latter’s canonical spanning sets are linearly independent. Our aim
in this exposition is simply to establish explicit formulas for finite element ba-
sis forms in barycentric coordinates that are simple and readily implementable.
We adapt techniques that from prior research on finite element differential forms
[3, 4, 11, 16, 22, 23]. Of course, much research has also been devoted to other as-
pects of vector-valued finite element methods such as condition numbers, sparsity
properties, and hierarchical structures, or fast evaluation [2, 24, 1, 7, 8, 18, 19],
and finite element bases are also studied over quadrilaterals and general polytopes
[14, 10]. This article prepares further algebraic and combinatorial studies of finite
element spaces.

The remainder of this work is structured as follows. In Section 2 we review
combinatorial results, exterior calculus, and polynomial differential forms. Section 3
summarizes some auxiliary lemmas. In Section 4 we introduce spaces of polynomial
differential forms and construct geometrically decomposed bases. Subsequently, we
study the isomorphy relations in Section 5 and the duality pairings in Section 6. We
supplement applications to finite element spaces over triangulations in Section 7.

2. NOTATION AND DEFINITIONS

We introduce or review notions regarding combinatorics and differential forms
over simplices. All vector spaces in this publication are over the complex numbers
unless noted otherwise; we write Z € C for the complex conjugate of z € C.

2.1. Combinatorics. We let [m : n] = {m,...,n} for m,n € Z with m < n. For
m,n € Z with m # n we let e(m,n) = 1if m <n and e(m,n) = -1 if m > n.
For any mapping a: [m : n] = Ny we write |a] := > «(i). Given r,m,n €

Np, we let A(r,m : n) be the set of all mappings a: [m : n] — Ny for which
|a| = r. So A(r,m : n) is the set of multiindices over the set [m : n]. We abbreviate
A(r,n) := A(r,0 : n). Whenever o € A(r,m : n), we write

() [a] :=={ie[m:n][a(i)>0},

and we write |« for the minimal element of [a] provided that [a] is not empty,
and |a] = oo otherwise. The sum o+ 8 of o, 8 € A(r,m : n) is defined in the
obvious manner. When o € A(r,m : n) and p € [m : n], then a + p denotes the
unique member of A(r 4+ 1,m : n) with (o + p)(p) = a(p) + 1 and coincides with
a otherwise; similarly, when p € [a], then a — p denotes the unique member of
A(r —1,m :n) with (o — p)(p) = a(p) — 1 and coincides with « otherwise.

For a,b,m,n € Ny, we let X(a : b,m : n) be the set of strictly ascending mappings
from [a : b] to [m : n]. We call those mappings also alternator indices. We write
Y(a:b,m:n):= {0} whenever a > b. For any 0 € X(a: b,m : n) we let

(6) [0] :={o(i) | i € [a: 0]},
and we write || for the minimal element of [o] provided that [o] is not empty, and

|lo| = oo otherwise. Furthermore, if ¢ € [m : n] \ [o], then we write o + ¢ for the
unique element of ¥(a : b+1,m : n) with image [c]U{q}. In that case, we also write

€(q, o) for the signum of the permutation that orders the sequence ¢,0(a),...,o(b)
in ascending order, and we write ¢(o,q) for the signum of the permutation that
orders the sequence o(a),...,o(b),q in ascending order. Similarly, if p € [o], then

we write o — p for the unique element of X(a : b — 1, m : n) with image [o] \ {p}.
Note that €(o,q) = (—1)*"9le(q, o).
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We use the abbreviations X(k,n) = (1 : k,0 : n) and Xo(k,n) = 2(0: k,0: n).
If n is understood and k,I € [0 : n], then for any o € X(k,n) we define 0¢ €
Yo(n — k,n) by the condition [¢] U [¢¢] = [0 : n], and for any p € (I, n) we define
p° € X(n —1,n) by the condition [p] U [p¢] = [0 : n]. In particular, c°° = ¢ and
p°© = p. Note that ¢¢ and p° depend on n, which we suppress in the notation.

When o € X(k,n) and p € Yo(l,n) with [o] N [p] = @, then €(o, p) denotes
the signum of the permutation ordering the sequence o(1),...,0(k), p(0),...,p(l)
in ascending order, and we let 0 + p € (0 : kK + 1,0 : n) be the unique strictly
ascending mapping from [0 : k + ] to [0 : n] whose image is the set [o] U [p].

2.2. Simplices. Let n € Nyg. An n-dimensional simplex T is the convex closure

of pairwise distinct points v ,...,v! in Euclidean space, called the vertices of T,

r n

such that the vertices are an affinely independent set. Note that the dimension of
the ambient Euclidean space must be at least n but otherwise does not matter.

An ordered simplex is a simplex with an ordering of its set of vertices (see [13])
We henceforth assume that all simplices in this article are ordered.

We call F C T a subsimplex of T if the set of vertices of F' is a subset of the set
of vertices of T. We write «(F,T): F — T for the set inclusion of F into T.

Suppose that F' is an m-dimensional subsimplex of T with ordered vertices
vd', ... vl With a mild abuse of notation, we let +(F,T) € $o(m,n) denote the
unique mapping that satisfies va(RT)(i) =l

2.3. Barycentric Coordinates and Differential Forms. Let T be a simplex
of dimension n. Following the notation of [3], we write A*(T) for the space of
differential k-forms over T with smooth bounded coefficients of all orders, where k €
Z. Recall that these mappings take values in the k-th exterior power of the dual of
the tangential space of the simplex T'. In the case k = 0, the space A%(T) = C°°(T)
is just the space of smooth functions over T' with uniformly bounded derivatives.
Furthermore, A¥(T') is the trivial vector space unless 0 < k < n.

We recall the ezterior product w An € AY(T) for w € AF(T) and n € AY(T)
and that it satisfies w Anp = (=1)kn Aw. We let d: A¥(T) — A*TY(T) denote the
exterior derivative. It satisfies d (w A7) = dw An+ (—1)Fw Adn for w € A¥(T) and
n € AY(T). We also recall that the integral [,w of a differential n-form over T is
well-defined. We refer to [3] and [20] for more background. In this article, we fo-
cus on a special class of differential forms, namely the barycentric differential forms.

The barycentric coordinates AL, ...,\I € A°(T) are the unique affine functions
over T that satisfy the Lagrange property
(7) )\;:T(’UJ) = 51']'; i,J € [0 : n]

The barycentric coordinate functions of T are linearly independent and constitute
a partition of unity:

(8) L=AJ +-+ AL

We write dAL, dA\T, ..., dA\L € AY(T) for the exterior derivatives of the barycen-
tric coordinates. The exterior derivatives are differential 1-forms and constitute a
partition of zero:

(9) 0=d\) +---+dA\l.

It can be shown that this is the only linear independence between the exterior
derivatives of the barycentric coordinate functions.
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We consider several classes of differential forms over T that are expressed in
terms of the barycentric polynomials and their exterior derivatives. When r € Ny
and « € A(r,n), then the corresponding barycentric polynomial over T is

n

(10) AL = T[T,

=0

When a,b € Ng and o € 3X(a: b,0: n), the corresponding barycentric alternator is

(11) dAT = dAT ) A A dA .
Here, we treat the special case ¢ = () by defining d)\wT = 1. Finally, whenever
a,b € Ny and p € X(a :,0: n), then the corresponding Whitney form is
(12) 0y =D elp,p—pATAAT .
PE[p]

In the special case that pr: [0:n] — [0 : n] is the single member of ¥y(n,n), then
we write ¢r := ¢,,. for the associated Whitney form.

In the sequel, we call the differential forms (10), (11), (12), and their sums and
exterior products, barycentric differential forms over T.

Remark 2.1.
Whenever a fixed simplex T is understood and there is no danger of ambiguity, we
may simplify the notation by writing

XNi=Al A=A, d.=dA], g, =0

2.4. Traces. Let T be an n-dimensional simplex and let F' C T be a subsimplex
of T of dimension m. The inclusion +(F,T): F — T introduced above naturally
induces a mapping trr : A*¥(T) — A¥(F) by taking the pullback. We call trr r the
trace from T onto F. It is well-known that dtry pw = try pdw for all w € AR(T),
that is, the exterior derivative commutes with taking traces. In the case of 0-forms,
the trace is just the natural restriction operator of functions. The trace does not
depend on the order of the simplices.

Taking into account the ordering of the simplices, however, we obtain explicit
formulas for the traces of barycentric differential forms. Write [o(F, T')] for the set
of indices of those vertices of T" that are also vertices of F', which is compatible with
prior definition of [+(F,T)]. We write +(F,T)": [o(F,T)] — [0 : m] for the inverse of
the mapping «(F,T): [0 : m] — [o(F,T)]

Consider i € [0: n]. If i ¢ [1(F,T)], then v! is a vertex of T that is not a vertex
of F, and in that case we have trp p Al = 0. If instead i € [+(F,T)], then there
exists j € [0 : m] such that i = +(F,T)(j), and in that case we have try p A7 = )\f
or, equivalently, trr g A} = /\le FT)
derivatives of the barycentric coordinates.

Let a € A(r,0 : n) be a multiindex. If [a] € [o(F,T)], then we have trr p A$ = 0.
If instead [o] C [o(F,T)], then there exists & € A(r,m : n) with & = a0 o(F,T),
and we then have

(13) tI‘T,F )\% = )\%

. Analogous observations follow for the exterior

Let 0 € X(a : b,0 : n) be a basic alternator. If [o] € [+(F,T)], then we have
trr dAL = 0. If instead [o] C [+(F,T)], then there exists 6 € X(a : b,0 : n) with
1(F,T) o6 = o, or equivalently, & = +(F,T) o o, and we then have

(14) try p dAT = dA%, trr F ¢Z = ¢g-
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3. AUXILIARY LEMMAS

In this section we provide some auxiliary lemmas on barycentric differential forms
over an n-dimensional simplex T

Suppose that k € [1: n] and o € E(k,n). For any p € [0] we have
(15) dAe = €(p,0 — p)dA, AdA,_p.
This follows from definitions and properties of the alternating product. The analo-
gous result for the Whitney forms is folklore and slightly more technical to derive.
Lemma 3.1.
Let k€ [0:n]. If p€ Xg(k,n) and q € [0 : n] with g ¢ [p], then
(16) €(q, P)Dp+q = AqgdAp — dAg A @y

Proof. If p and ¢ are as in the statement of the lemma, then we find

AgdX, = €(@, p)bprg = AgdA, —€(a,p) D ellip+aq—DNdAprq
l€[p+4]

= 76((]7 p) Z 6(17 P +q- l))\ldAp-&-q—l-
lelp]
Using definitions and (15), we get
Y ellipta—DNdAppq 1 =dA\ A Y €l p+q—De(g,p—DNdA, .
L€[p] lelp]
For any [ € [p] one finds that
ell,p+q—1elg,p—1) =e(l,q)el, p— e(q, 1)e(q, p) = —€(l, p — De(q, p).-
The desired statement now follows from the definition of ¢,,. O
Whenever k£ € [0 : n] and p € Xo(k,n), then it follows from definitions that we
can express the differential of the corresponding Whitney form by
(17) do, = (k+ 1)dA,.
The following result, which has appeared as Proposition 3.4 in [11], and also as

Equation (6.6) in [4], can be seen as a converse to that.

Lemma 3.2.
Let k € [0: n] and p € 3g(k,n). Then

(18) dA, = > (a0, P)bpta-
q€[p]
Proof. We use Lemma 3.1 and see
D €q.0)bpra= D AdA, = D dAg A,
a€[p?] a€lp?] a€lp]
Using (12), (9), (15), and (8), we see that the last expression equals
DA+ Y AN AG, = D Adh, + Y dA Ae(pp—p)AdA,

q€(p°] PE[p] q€[p®] PE|p]

- Z AqdA, + Z ApdAp = i Aiddy = dAy,
q PE[p] =0

€[p<]
which had to be shown. O
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The following identity describes an elementary linear dependence between Whit-
ney forms of higher order; see also [4, Equation (6.5)] and [11, Proposition 3.3].

Lemma 3.3.
Let k € [0: n] and p € 3o(k,n). Then

(19) > epp—p)\pdpp =0

PE[p]

Proof. Using (12), we expand the left-hand side of (19) to see
S €pp =Pt = D €p=P)Ap D Ae€(s,p—p—s)dA,_ps

PE[p] PE[p] s€[p—p]
= Z e(p, p—p)e(s,p—p — ) A\pAsdAp_p_s.
p,s€[p]
p#s

We have €(s,p—p — s) = €(s,p — 8)e(s,p) for s,p € [p] with s # p. The desired
statement now follows by reasoning with antisymmetry of the summands. O

4. FINITE ELEMENT SPACES

In this section we introduce two families of barycentric differential forms over
simplices and find geometrically decomposed bases. Throughout this section, we
let T be a simplex of dimension n, let r € Ny, and let k € [0 : n)].

In the sequel, we are particularly interested in the following two spaces of
barycentric differential forms:

(20) PrAF(T) := span { AGdAL | o € A(r,n), 0 € S(k,n) },
(21) P AM(T) :=span { \}¢) | a € A(r —1,n), p € So(k,n) }.
We also consider subspaces of differential forms with vanishing traces:
(22) PAR(T) :={wePAYT) |VFCT trrpw=0},
(23) PrAMT) = {we P AT |[VF C T trppw=0}.

It is evident that these spaces are nested, as follows from definitions and Lemma 3.2,
PrAN(T) € Py AN(T) € Prg AN(T),
PrAN(T) © Py AN(T) € Prya AM(T),
and that they are closed under taking traces: if F' C T is a subsimplex, then
trr, g PrAR(T) = PoAR(F),  trp p P AR(T) = PrAR(F).

We remark that our definitions (20) and (21) are different from but equivalent to
the corresponding definitions in [3], as is easily checked.

4.1. Basis construction for P,A*(T) and P,A*(T). In this subsection we study
spanning sets and bases for the spaces P.A*(T) and P.A*(T). We introduce the
sets of barycentric differential forms

(24) SP.A*(T) := { AT | a € A(r,n), o € S(k,n) },

);
a € A(r,n), o € E(k,n), }

(25) SPAM(T) = { AgdAG [a] U [g]’ [0:n]
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Furthermore, under the restriction that » > 1, we consider the sets of barycentric
differential forms

(26) BPTAk(T) = { )\%d)\g | a € A(r,n), o € X(k,n), |a] ¢ o] },
a € A(r,n), o € X(k,n), }
L) & [o], [e]Uo] =[0:n]
We call SP,A*(T) the canonical spanning set of P,A*(T), and we call SP,A*(T)
the canonical spanning set of P, A*(T); these names are justified below. Evidently,

BP.A*(T) C SP.AF(T), SP,A*T) C SP.A(T),
BP,A*(T) C BP.AF(T), BP,A*(T) C SP.AF(T).
Suppose that F' C T is a subsimplex. From definitions it is clear that
trr p SPLARN(T) = SPAY(F),  try p BP.AR(T) = BP.A®(F).

(27) BP.A*(T) := { A&dAT

In fact, the trace of any member of SP.A*(T) onto F is either zero or a member
of SP,AF(F), and any member of SP.A*(F) has exactly one preimage under the
trace in SP,.A*(T). If A3dAT € BP,.A¥(T) with [a] U [o] C [+(F,T)], then
trr p AFAAL = A&dAE € BP.AR(F),
where & = a0 1(F,T) and 6 = +(F,T) o 5. In turn, if A\&dA\E € BP.A*(F), then
AFAAL € BPAM(T),  trop AFdAL = ARdAL,

where & = ao1(F,T) over [o(F,T)] and zero otherwise, and where & = +(F,T) o o.

We call SP,.A¥(T) the canonical spanning set of P,.A*(T) because
P, A*(T) = span SP,.A*(T)

by definition. However, SP,.A¥(T) is generally not linearly independent, and thus
does not form a basis. However, its subset BP,A*(T) does.

Lemma 4.1.
Let r > 1. The set BP,.A¥(T) is a basis of P, A*(T).

Proof. The claim holds in the case k = 0, so let us assume that k£ > 0. First we
show that BP,.A¥(T) spans P,.A¥(T). For any a € A(r,n) and ¢ € %(k,n) with
la] € [o] we find

AYAY = e(lal, 0 — [a])A%dA], AdAT |,
=—e(lal,o = [a]) D AdAT AdAL |

q€loe]
=—e(lal,o = [a]) Y elg.o— [a)AdAL |, 4,
q€foe]

Hence BP,A*(T) is a spanning set. It remains to show that BP,A¥(T) is linearly
independent. Let w € P,A* (T). Then there exist coefficients w,, € C such that

w= > ) waeAFdAL

acA(r,n) oex(k,n)
L) ¢[o]

Suppose that w = 0 while not all coefficients vanish. Consider the constant k-forms
Vy = Z wwd)\z, a € A(r,n).

oceX(k,n)
L) €[o]
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For each a € A(r,n) we have V,, = 0 if and only if for all o € X(k,n) with |a] ¢ [0]
we have w,, = 0. Since we assume that not all coefficients vanish, there exists
a € A(r,n) with V, ;é 0. Letting V, be the constant k-vector field dual to V,,

O=wVa)= D> MViV)=XX+ > MV
BeA(r,n) BeA(r,n)
B#a
But this contradicts the linear independence of the A%.. Hence all coefficients must
vanish. This shows linear independence, and thus completes the proof. (|

The following result shows that the subset BP,AF(T) C BP,.AF(T) is a basis
of subspace P,A*(T) C P.A*(T). Moreover, it justifies why we call SP,A*(T) C
SP,A*(T) a canonical spanning set.

Theorem 4.2. ) ) )
Let 7 > 1. The set BP,.A*(T) is a basis for P, A*(T), and SP,.A*(T) is a spanning
set for that space.

Proof. Let w € P.A¥(T). Then w € P.AF(T), and thus there exist unique coeffi-

cients wqe € C such that
) warAFdAL
acA(r,n) oex(k,n)

Lo ¢[o]
When F' is a lower-dimensional subsimplex of 7', then 0 = try r w leads to
0= > warttrrA3dI = Y wao A AN
acA(r,n) acA(r,n)
oceX(k,n) ceX(k,n)
la)¢[o] la]¢[o]

[@]U[o]C [ (F,T)]

Since the last sum runs over linearly independent differential forms, we thus find
that wee = 0 for all [a] U [o] C [o(F,T)]. Since F was assumed to be an arbitrary
proper subsimplex of T, we get that wa, = 0 when [a]U[o] # [0 : n]. So BP,.A*(T) is
a spanning set of P.A*(T). Tt is linearly independent, being a subset of BP,.A*(T).
Hence SP, A*(T) is a spanning set, as claimed. O

We define an extension operator that facilitates a geometric decomposition.
Whenever F' is a subsimplex of T', we consider the operator

ext : PrAR(F) — PoAR(T),
which is defined by setting
extn AFAAE = AGdAL,  AZdAL € BP,AR(F),

where & = ao1(F, T) over [o(F,T)] and zero otherwise, and where ¢ = o(F,T) oo

We see that whenever f C F' is a subsimplex of F, then

trr g ext;’f} = ext?’]}’_,

and that whenever G C T is a subsimplex of T with F'N G = (, then

r.k
trr,a extET =0.

Remark 4.3.

We give a brief overview of the literature. Our basis BP,A¥(T)) of P, A*(T) appears
n [3] together with the same extension operators. Our basis BP,A*(T) of P, A*(T),
however, it is not explicitly described there even though it emerges naturally with
their tools.
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We remark that BP,AF (T') can also be written as

a € A(r,n), o € X(k,n), }

N RVTIC );
BP.A¥(T) = { ATdA; || = min([0 : n] \ [0]), [0]U[o
),

_f van 1| a€A(rn), o€ Xk, n),
- {0t | o St e ol = e -
To see this, suppose that a« € A(r,n) and o € X(k,n) with [« ] [o] = [0 : n)].

We have equivalence of |« ¢ [0] and |a] € [0 : n] \ [0]. And by [a] U [o] =

[0 : n], we have |a] € [0 : n]\ [o] if and only if |a] = min(][0 : n] \ [0]) if and
only if || > min([0 : n] \ [¢]). In particular, we recover the basis description in
Theorem 6.1 of [4]. The same basis of ﬁAk(T) is used implicitly in Theorem 4.22
of [3]. Furthermore, our extension operator is used in the seminal publication by
Arnold, Falk, and Winther [3, p.56]. It differs from the extension operator in [4].

Remark 4.4.

Our basis for P, A*(T) does not seem to have been made explicit in the literature
previously. We give some examples in the language of vector analysis. In the two-
dimensional case, a basis for the Brezzi-Douglas-Marini space of polynomial degree
r is

(28) {AFVA] | a€ A(r,n), pe{0,1,2}, o] #p }.

In the three-dimensional case, we consider the curl-conforming and the divergence-
conforming Nédélec elements of the second kind of polynomial degree r. A basis
for the former is

(29) {AFVAL | a € A(r,n), p€{0,1,2,3}, [a] #p }
and a basis for the latter is
(30)  {MVAL x VAL | a € A(r,n), p,g€{0,1,2,3}, p<gq, la] ¢ {p.q} }.

These basis are already geometrically decomposed: for each member of these ba-
sis sets, the indices in the parameters [], p, and ¢ completely determine which
subsimplex the corresponding member is associated with. For example, \gVAT
and A\ V] are associated with the edge of T' that contains the 0-th and the 1-st
vertices, and A\oA1 VAL x VAT is associated with the entire tetrahedron 7.

The basis B.A*(T') above allows for a geometric decomposition and can be there-
fore be used in the construction of basis for an entire finite element space. We out-
line another basis, which will be merely of technical interest in the next subsection.
Consider the set of barycentric differential forms

(31) BoPAF(T) == { A3d M| o€ A(r,n), 0 € B(k,n), [o] >0}.

That this is indeed a basis of By, A¥(T) can be seen by transformation to a ref-
erence simplex. While ByP,.A°(T) is easy to describe, it is not amenable for a
geometric decomposition of the space P.A¥(T). For example, restricting the ele-
ments of ByP, A*(T) to faces F of T produces the basis ByP,A*(F) generally only
when F' contains the 0-th vertex.

Remark 4.5.

Our basis BP,A*(T) is generally different from ByP,A*(T). However, they adhere

to the following same idea. If for each multiindex o € A(r,n) we pick an index
€ [0 : n], then a basis of P,.A¥(T) is given by the set

{ AFdAL | o € A(r,n), 0 € B(k,n), ja ¢ [0] }.
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In the case ByP,A*(T) one always picks j, = 0 for every a € A(r,n). In the case
BP,.A¥(T) one always picks j, = |/ for every a € A(r,n). The basis ByP,A*(T)
coincides with the basis given in Theorem 6.1 of [4] and also used implicitly in
Theorem 4.16 of [3].

4.2. Basis construction for P A¥(T) and P,- AF(T). This subsection follows a
similar paths as the previous one. We study spanning sets and bases for the spaces
P~ A¥(T) and P, A*(T). We introduce the sets of barycentric differential forms

(32) SPAMT) == { 36! | a € A(r — 1,n), p € So(k,n) },
o omm= | AR )

Furthermore, under the restriction that » > 1, we consider the sets of barycentric
differential forms

(34) BP~AX(T) ;:{ 267 Ta? gl(rp]l,n), p e Solk,n), }
o e (] GEARSE )

We call SPA*(T) the canonical spanning set of P~ A¥(T), and we call SPA*(T)
the canonical spanning set of P~ A¥(T); again these names will be justified shortly.
It is evident that

BP-A*(T) C SP-A*(T), SP.A*T)C SP.A*T),
BPA*(T) C BP-A*(T), BP-A*(T) C SP.A*(T).
Suppose that FF C T is a subsimplex. From definitions it is clear that
trr p SPARN(T) = SPAR(F),  trpp BPA(T) = BP, AR(F).
In fact, the trace of any member of SP,-A*(T) onto F is either zero or a member
of SPA*(F), and any member of SP;-A*(F) has exactly one preimage under the
trace in SPA*(T). If A$.¢T € BP; A*(T)) with [o] U [p] C [o(F,T)], then
trr,m MG, = Apos € BP; AF(F),
where & = a0 1(F,T) and p = +(F,T)" o p. In turn, if Agoh € BPAF(F), then
o5 € BPANT), timp ATO) = Aoy,
where & = a0 1(F,T)" over [o(F,T)] and zero otherwise, and where p = +(F,T) o p.
We call SP;” A¥(T) the canonical spanning set of P;- A¥(T') because by definition
it is a spanning set for the higher-order Whitney forms,
P A (T) = span SPAX(T).
However, SP;-A¥(T) is generally not linearly independent, and thus does not form
a basis. Analogously to the previous subsection, we show that its subset BP,~ A*(T)

is a basis, and we also show that SP;”AF(T) is a spanning set and that BP; AF(T)
is a basis of P A*(T)

Lemma 4.6. )
The set BP,A*(T) is a basis of P-A¥(T). The set BPA*(T) is a basis of
P-A*(T), and the set SP,~A¥(T) is a spanning set for that space.
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Proof. We first show that BP,;- A¥(T) spans P,- A¥(T). If r = 1, then BP,”A¥(T) =
SP-A¥(T), so it remains to consider the case 7 > 2. Let a € A(r — 1,n) and
p € Xo(k,n), let p:= |a], and assume p < |p|. There exists § € A(r — 2,n) with
AF = )\g)\g. Using Lemma 3.3, we find that

E

a T _ \B\T T _ B iNT T
>‘T¢p = )‘T)‘p ¢p = Ar Z(fl)j)‘p(j)(bp-irp—p(j)'

=0

Hence all members of SP,” A¥(T) are linear combinations of members of BP,~ A¥(T).
Next we show that BP,” A¥(T) is linearly independent. Let w € P~ A¥(T) be in
the span of BP,”A*(T). Thus we can write

o= X

acA(r—1,n) peXo(k,n)
Lp]=0

where w,, € C for each (o, p) € A(r —1,n) x Xg(k,n). Hence w = wo + w4, where

woi= Y. > wapAFATAAT

a€A(r—1,n) p€Xo(k,n)
lp]=0

Z Z Z wape(pv pP— p))‘%)‘gd)‘z—p

a€A(r—1,n) peXo(k,n) p€lp]
lp]=0  p#0

= ¥ > ZZWQP e(p,p— p)ATPAAT AT

ac€A(r—1,n) peXo(k,n) pelp] i=1
lp]=0  p#0

= > D7D D wape(p,p—p)eli p— pIATTTANT, o1

a€A(r—1,n) p€Xo(k,n) p€lp] i€[1:n]
lp]=0 p#0 i¢[p—p]

[CONT

These differential forms are expressed in terms of ByP,A*(T). Suppose w = 0.

We use induction to prove that all w,, vanish. First, it is evident that wa, = 0
for a(0) = r — 1. Now let us assume that s € [1 : » — 1] such that w,, = 0 for all
a(0) € [s : 7 — 1]. Since the terms A4AT with a(s) = s — 1 in the definition of wy
always have a higher exponent in index 0 than the terms )\%)\Z in the definition of
w4, we conclude that we, = 0 for a(s) = s — 1. Repeating this argument yields
wap = 0 for all coefficients. Thus BP; AF(T) is linearly independent.

It remains to show that BPA*(T) spans PoA¥(T) and that BP-A*(T) is
linearly independent. We use induction over the dimension of 7" for both claims.

First, the two claims hold if dim7 = k because P A*¥(T) = P,.A*(T) and
BP;A*(T) = BP;A¥(T) in that case.

Suppose that the two claims hold for simplices of dimension at most m > k and
that dimT = m + 1. Let w € P, A¥(T), so there exist coefficients w,, € C with

w = Z Z Wap %(bT

a€A(r—1,n) p€Xo(k,n)
lel>1p)

We prove that if w € P~ AF(T'), then wap =0foralla € A(r—1,n) and o € ¥y(k,n)
with [a] U[p] = [0 : n]. Let us assume that w € P~ A¥(T), and let F be any proper
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face of T. Then 0 = try r w leads to

FT
0= Z Wap tI'T,F )\%(blj; = Z waPA;m( )¢§F7T)TOP'
acA(r—1,n) acA(r—1,n)
pEXo(k,yn) pEXo(kyn)

le)=Lp) le)>1p]
[]Ulp] S[o(F,T)]

By the induction assumption, this expresses 0 = trr pw in terms of basis of
P, AF(F). Hence w,, = 0 when [a]U[p] C [o(F,T)]. Since F was assumed to be an
abitrary proper face of T', we get that wa, = 0 when [o]U[p] # [0 : n]. So BP;AM(T)
spans P AF(T). Thus BPA*(T) is a basis of P~ A¥(T), and SPA*(T) is a span-
ning set. Since w = 0 implies w € Py A*(T), we now also see that BPA¥(T) is
linearly independent and thus a basis of P, A¥(T). This completes the induction
step, and the desired claim follows. O

Similar as before, we can define an extension operator that facilitates a geometric
decomposition. Whenever I is a subsimplex of 7', we consider the operator

exts ™ P AF(F) = P ANT),
which is defined by setting
exti Npdp = Mid). Ape, € BP;AR(F),
where & = ao1(F,T)" over [o(F,T)] and zero otherwise, and where p = 2(F,T) o p.
Similar as before, we note that whenever f C F' is a subsimplex of F', then
try, g ext}”]%_ = ext;”];l_,
and that whenever G C T is a subsimplex of T with F'N G = (), then

rk,—
trrgextpy =0.

Remark 4.7.

The bases for P, A¥(T') and 75: AF(T) are identical to the bases presented or implied
in Section 4 of [3] (see Theorems 4.4 and 4.16 there) or in [4], which are all the same.
Our extension operator coincides with the extension operator for the higher-order
Whitney forms in [3].

Remark 4.8.

We illustrate the basis for the space of higher order Whitney forms P~ A¥(T') in the
language of vector analysis. In the two-dimensional case, a basis for the Raviart-
Thomas space containing up to polynomial degree r — 1 is

OZEA(Tfl,Tl), p7q€{05172}7 }
p<q la] Zp '
In the three-dimensional case, we consider the curl-conforming and the divergence-

conforming Nédélec elements of the first kind of polynomial degree  — 1. A basis
for the former is

@ T T T T O[EA(’I"-I,'I’L), p7q€{05172}7
(37) {Mm%v%—xﬁmﬁ’p<%thp .

(36) {Awgvg_gvg)

and a basis for the latter is

{Aﬁgvngggvngg+gvngg)
(38)

p<q<s, la]>p

a€ A(r—1,n), p,q,s € {0,1,2,3}, }
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5. LINEAR DEPENDENCIES

We have previously encountered canonical spanning sets for the spaces of poly-
nomial differential forms over a simplex T'. The goal of this section is to improve our
understanding of the linear dependencies of those spanning sets. As a byproduct,
we improve our understanding of the isomorphisms

PrAk(T) —Pr+kAn k( )s Pr+1An k( )2ﬁr+n—k+lAk(T)a

between the finite element spaces, which have been used earlier in [3].

Lemma 5.1.
Let 7 € Ng and k € [0: n]. Let wae € C for 0 € X(k,n) and o € A(r,n). Then

(39) D waoAdAe =0 = > €(0,0°)war A Agboe =0,
a€A(r,n) a€A(r,n)
cex(k,n) oceX(k,n)

each of which is the case if and only if

(40) Wao — Z 6(}7, g — p)woz,a—p—l—() =0
p€[o]
holds for a € A(r,n) and o € X(k,n) with 0 ¢ [o].

Proof. The statement is trivial if £ = 0, so assume that 1 < k < n. Define

Z Wae A¥d\, = Z Wae A¥dAy + Z WagAdAy.

acA(r,n) acA(r,n) acA(r,n)
oceX(k,n) oeX(k,n) oeX(k,n)
0¢[o] 0€lo]

For o € ¥(k,n) with 0 € [0] we observe
dA =ddoAdAog=— > dA\AdA,_0= D €(q0)dA_01q,
q€loc] q€loc]

Direct application of this observation gives

Sp= Y waAdAot D waod® Y €(q,0)dA\s01q

acA(r,n) acA(r,n) q€loc]
ceX(k,n) oceX(k,n)
0¢[o] 0€lo]

= Z Waeo + Z €(p,0 —p+ 0)wa,c—pto | A¥dA,

a€A(rn) p€Elo]
ceX(k,n)
0¢[o]

- Z Wag — Z €(p,0 — P)wa,c—pto | A%dA,.

a€A(r,n) p€Elo]
oceX(k,n)
0¢[o]

This is an expression in a basis of P.A¥(T"). On the other hand, define Sg by
Sp = Z €(0,0)Waoc A% Ao Poe

a€A(r,n)
oceX(k,n)
= Z 6(07 Jc)wacr)\aAoﬁba” + Z 6(07 JC)WQU)\(X)\Jd)a“
acA(r,n) acA(r,n)
oceX(k,n) oeX(k,n)

0¢[o] 0€[o]



16 MARTIN W. LICHT

Using Lemma 3.3, for o € X(k,n) with 0 € [0] we observe
)\ogboc = AO’—OAOQSO'C = As—0 Z e(q’U)Aq¢UC—Q+O'
q€[o°]

Using previous observations, we calculate that Sg equals

Z €(0,0%)wao + Z e(c—p+0,0°4+p—0)e(p,o° — O)wa,g_p+o) A% Ao doc.

acA(r,n) pElo]
ocex(k,n)
0¢[o]

This is an expression in terms of a basis of 73; - AF(T). Note that
6(0 —p+ 07 o° +p— 0)€(pa o — O) = (_1)k+1€(0. - P o¢ + p)e(pa UC)
= —e(0,0%e(p, 0 —p)
for o € ¥(k,n), p € [0] and 0 ¢ [o]. Thus S = 0 if and only if Sg = 0, which is
the case if and only if (40) holds. This completes the proof. O

Lemma 5.2.
Let 7 € Ng and k € [0: n]. Let woe € C for o € X(k,n) and o € A(r,n). Then

(41) Z €(0,0VWao A Pge =0 <= Z WaeA* AgedAy = 0,
acA(r,n) acA(r,n)
oeX(k,n) oceX(k,n)

each of which is the case if and only if
(42) wao — > €(10°],0 = Q)e(q,0 — QWar|ov g0t oc)—g = 0
a€lo]n[a]
holds for @ € A(r,n) and o € X(k,n) with |a] > [o€].
Proof. If r = 0, then the two sums in (41) are already stated in terms of bases of
P A" F(T) and Pyyn—p1 AR(T), and (42) just reduces to all coefficients vanish-

ing. So it remains to study the case r > 1. In the special case k = 0, the statement
is trivial. So let us assume k > 0. We define Sy, by setting

St = Z €(0,0)Wao A" Poe.
acA(r,n)
oceX(k,n)

Using Lemma 3.3, for each o € X(k,n) and a € A(r,n) with || < |0°] we have
)\aqso'c = )\aiLaJALaJ (ba'c = Z 6((],00 — q)>\a7|‘aj+q¢o-c+|.aj —q-
q€(o”]
Therefore we can rewrite Sy, as
Z 6(0" O-C)wCKO'Aad)O'C + Z 6(07 O’C)waa)\a¢ac

acA(r,n) acA(r,n)

oceX(k,n) oceX(k,n)

)=o) la]<[o“]

= Z €(0,0%)Wao A Ppe + Z e(a,ac)e(q,oc—q)wag)\a*Lo‘JJrq(bacHaJ_q.

a€A(r,n) acA(rmn)

oeX(k,n) oceX(k,n)

L] >10°) laj<lo°]
q€[o”]

Let 0 € 3(k,n), @ € A(r,n) and g € [0°] with |a] < |[0¢]. Weset 8 =a— |a| +q
and p = 0 — |a] + ¢. Then || > |a] = |p°], thus 8+ |p°] — ¢ = «a and
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p+ [p°] —q=o0. Hence q € [p] and ¢ € [3]. Based on these observations,

Z Z €(o,0°)e(q,0° — Q)waaAa_LaJ+q¢a“+LaJ—q

a€A(r,n) q€lo€]
ocex(k,n)
la]<lo”]

= > elpt 10— a0 = [0°) + Dela, p° = [0°DwWst e )—qupt Loe ) —a N Bpe-
BeEA(r,n)
peX(k,n)
151> 15¢)
G€lINe]

For p € X(k,n), B € A(r,n) and q € [p] N [B] such that [3] > |p°], we make the
combinatorial observation

elp+ 1p°] — ¢, 0" — [0°] + @)e(q, p° — [p°])
= —e(p, p)e(p — q,Q)e([p°], p° — |p“Delp — 4, [p°])
= —e(p, p)e(p — q,q)e(p — q, [p°]).

It can thus be seen that Sy, equals

Yo elpr) [wao— D elp—a0.0)elp— ¢ [P Wp e gt Lo —a | N pe-
BEA(r,n) q€lp]lN[B]
peX(k,n)
1612 10°]

This an expression in terms of a basis of P, ;A" ~*(T). Now, define Si by

Sri= Y WaeA"AgedAo.
acA(r,n)
oceX(k,n)
For any o € A(r,n) and o € 3(k,n) with |a| < [o¢]| we see

A AgedAy = )\a)\gce( \_OzJ,O — \_OzJ)dx\LaJ A d/\J,LaJ
= Wao A Npee(|a], 0 — |a])e(q, 0 — LaJ)d/\o—LaJ+q~

Hence

= Y WaoA"Aped),
acA(r,n)
ceX(k,n)
la)<[o?]

= Y > waodeella),o — La])elg,0 — lal)dAsja) g

a€A(r,n) g€[o®)
o€X(k,n) q# o]
la]<[o€]

Arguing similarly as above, we see that the last expression is identical to

Do Wt lawt el g XN T TN e e ge(10°], 0 — @)ela, p — )d,
BEA(rn)
peX(k,n)
161>16°]
a€lpINle]

Note that we can simplify )\BHPCJ_‘?APC,LPCH,J = M\,e for each B € A(r,n),
p € X(k,n), and q € [p] N [B] with |B] > [p°] in this sum. Consequently, we see
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that Sg equals

Z Wao — Z e(LUCJ,U—Q)G(%U_q)waJrLUCJ*fIaUJrLUCJ*q A% gedAg.
a€A(r,n) q€(o]n[a]

geZ(k,n)

la]>[0°]

This is an expression in terms of a basis of 75T+n_k+1Ak(T). Thus Sy, = 0 if and
only if Sg = 0, which is the case if and only if (42) holds. The proof is complete. [

The point of these results is that we have a correspondence between the linear
dependencies of the canonical spanning sets of P,.A*(T') and PT_ et ATR(T), and
a correspondence between the linear dependencies of the canonical spanning sets of
,PrJrnkarlAk (T) and ,P;+1An_k(T).

An immediate application is the well-definedness of the following isomorphisms.
There exists a linear isomorphism from P.A*(T) to P, ., A" *(T) that in terms

r4k41
of coefficients can be written as
(43) Y waeddAe o D WaoA oo
acA(r,n) acA(r,n)
oceX(k,n) ceX(k,n)

and we have a linear isomorphism from P, ;A" ~*(T) to Prin_ks1 AF(T), that in
terms of coeflicients can be written as

(44) > WaoAPoe Y WagA®Ageds
acA(r,n) acA(r,n)
ceX(k,n) oceX(k,n)

That these mappings are indeed well-defined follows immediately from Lemma 5.1
and Lemma 5.2. We refer to Remark 5.5 below for an example.

We give two more auxiliary results, Lemma 5.3 and Lemma 5.4, which are stated
and proven below. They give conditions on the coefficients that are equivalent to
the ones encountered in the previous two lemmas, but which seem more “natural”
than the latter. This not only rounds up the theory, but will also be instrumental
in the next section.

Lemma 5.3.

Let r € Ng and k € [0 : n]. Let wye be a family of complex numbers indexed over
a € A(r,n) and o € 3(k,n). We have that

(45) Wao — Z 6(]9, g — p)wa,aprr() =0
pE(o]
holds for all & € A(r,n) and o € X(k,n) with 0 ¢ [0] if and only
(46) > ep,0—p)wagp =0
peld]

holds for all & € A(r,n) and 6 € X(k + 1,n).

Proof. The lemma is trivial in the special case k¥ = 0. So let us assume that
1 < k < n. Clearly, the second claim implies the first. So let us suppose the first
claim holds. Then the second claim holds for all § with 0 € [6]. If instead 0 ¢ [6],
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then we find
Z (p79 pwae p = Z Z p,9 p S e—p—5>wa79,p75+0
pElo] pE[b] s€[6—p]
= Z Z pu 60— p) (57 60— p— S)Woc,efpferO'
pE[B] s€[0—p]
This sum vanishes as follows by antisymmetry. The lemma follows. Il

Lemma 5.4.
Let r € Ng and k € [0 : n]. Let wqe be a family of complex numbers indexed over
a € A(r,n) and o € X(k,n). We have that

wao — Y €(|0°],0 = @)e(q,0 — Q)War (o¢) gt loc)—qg = O
q€lo)nlal]
holds for all & € A(r,n) and o € X(k,n) with |a| > |o] if and only
> el0—pp)ws—po—p =0
pe(fIN[B]

holds for all 8 € A(r +1,n) and 6 € E(k + 1,n).

Proof. The lemma is trivial in the special case k¥ = 0. So let us assume that
1 < k < n. The first condition has several equivalent formulations:

Wao — Z 6( LO_CJ y O — Q)e((L g — Q)wa—i-l_acj—q,a—i- lo¢|l—q — 0

q€[o]Nla]
= wao— > €el0°),0)e([0°),0)€(q,0 = O)Wart ot | gt oe]—g = O
g€[o]Nla]
= e(l0°),0)war + D € 7,0 — Q)Wart|oc|—gqot|oc)—q =0
g€[o]Nla]
—  €(lo°],0)was + Z €(¢,0+ [0°) = Q)wat|oc|—gotoc]—q =0
q€[o]Nla]
— > €(q,0 + [0°] = Qwart(oc|—go+|oc)—g = O-

g€lo+Lo®]IN[at]o°]]

It is now obvious that the second condition implies the first condition.

Let us assume in turn that the first condition holds, and derive the second
condition. From the first condition we conclude that the second condition already
holds for 8 € A(r+1,n) and 0 € X(k +1,n) for which there exists o € £(k,n) and
a € A(r,n) such that 6 = o + |0¢] and 8 =a + |0€].

But since 0 € [o] U [0¢], we know that § = o + |o¢] if and only if 0 € [f] and
o] = 0. So it remains to show the second condition for the case 0 ¢ [6] N [S]. For
such 6 and 3, we find

Z (0 — p,p)ws—p.o—p

pE[OIN[B]
Z Z €0 —p,p)e(s,0 —p+ 0 — $)ws—pro—s,0—p+o—s;
pE(OIN[B] s€[OINBI\{p}
using the first condition. But with the combinatorial observation
(@ —p,p)e(s,0 —p+0—5)=€e(@+0—p,ple(s,0 —p+0—25)
—e(0+0—p,pe(s,p)e(s,0 +0—s)
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we conclude that the sum vanishes if and only if

0= Z 6(9+0 —p,p)G(S,p)€(3,9+0 - S)wﬁ—p+0—s,9—p+0—s~
s,p€[0]N[A]
DPF#S

This holds because the terms in the sum cancel. The statement is proven. O

Remark 5.5.

The results of this section show the correspondence of linear independencies between
finite element spaces: a basis for one space is induced by one and only one basis for
the other space.

Note that the first identity in Lemma 5.1 is already contained Proposition 3.7
of [11]. The latter reference, however, does not state further details about the
conditions on the coefficients. Our analogous result in Lemma 5.2 is a natural
analogue of their result and has not appeared previously in the literature.

The isomorphism (43) is identical to the isomorphism used in Theorem 4.16 of [3],
and the isomorphism (44) is identical to the isomorphism used in Theorem 4.22 of
[3]. In that reference, the isomorphisms are only stated in terms of basis forms. We
emphasize that the isomorphisms can be stated naturally in terms of the canonical
spanning sets.

6. DUALITY PAIRINGS

We have seen in the last section that there exist isomorphisms
PrAR(T) = P AT, P AT ~ Pk AR(T).

In this section, we extend those results and introduce a non-degenerate bilinear
pairings between the spaces P, A*(T') and P o1 APTF(T), and between the spaces

Prsn_ii1AF(T) and P, A" *(T). We begin with a technical auxiliary result.

Lemma 6.1.
Let r € Ng and k € [0: n]. Let 0,p € (k,n). Then

(47)
0 if |[o]n[pe)] > 1,
dXs A gpe = (—1)*e(0,0) Y peoe Aabr i [o] N [p] =10,
(=1)F*e(p, p°)e(p, 0 — ple(g,0 — p)Appr if [[o] N [p°)] =1,

where in the last case ¢ € [0°] and p € [o] are the unique solutions of p = 0 —p+gq.

Proof. Let o,p € ¥(k,n), so p¢ € ¥g(n — k,n). Exactly one of the cases on the
right-hand side of (47) is true.
Firstly, suppose that |[o] N [p¢]| > 1. Then it is easy to verify that

dAg A Gpe = 0.

This can be seen by expanding the Whitney form ¢, according to (12) and using
the properties of the alternating product.
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Secondly, suppose that [¢] N [p¢] = 0. This is equivalent to |[o] N [p¢]| = 0 and,

in particular, to o = p. We see, using (12), (15) and Lemma 3.2, that

(
dAg A doe =dAg A D> Nge(g, 0% — @)dAoe g

q€[o°]
= Z Ag€(q, 0 — q)e(o,0¢ — @)dAgioe—q
q€[o°]
= > Melg, 0% = q)e(0,0° — q)e(q, 0 + 0% — q)¢r.
q€(o]

From the combinatorial observation that

e(q,0¢ — qQ)e(o,0° — q)e(q, 0+ 0¢ — q) = (—1)k€<0, o),

we conclude the desired expression for dA, A ¢y in the second case.

Lastly, suppose that |[0] N [p€]| = 1. There exists a unique p € [o] N [p°]. Then
there exists a unique g € [0°] N [p] such that p =0 —p+q and p° =0°—q+p. We
see that the right-hand side of (47) is well-defined. We have [o] N [p°] = {p} and

[e] N [p] = {q}- We find, similar as above, that
A A Ppe = dAg A Poe_gip
=€(p, 0% — @)ApdAs AdAge_g
= €(p, 0° — Q)e(e,0° — PpdArsae g
=€(p,0° = q)e(0,0° — q)e(q, 0 + 0 — @)A1
= (=1)"e(p,0° — q)e(0,0%)e(q, o — @) Apr-
With the combinatorial observation
e(c—p+q,0°—q+p)
= €(0,0%e(0 —p,p)e(q, 0 — q)(=1)e(0 — p, Q)e(p, o° — @),
we derive
(=1D)ke(p, 0¢ — q)e(o, 0%)e(q, 0¢ — q)
= (=1)**'e(0 —p+q,0°— g+ p)e(o — p,p)e(o — p,q)
= (=1)*"e(0 = p+q,0°— g+ p)e(p,o — p)e(q,0 — p).
This, together with p = ¢ — p + ¢, leads to the identity
d\o A€(p, p9)ppe = (—1)fTe(o —p+q,0° — g+ p)e(p, o — p)elq, 0 — p)A\pr
= (=1)*e(p, p°)e(p, o — p)e(q, 0 — p)Apor.

The proof is complete.

Lemma 6.2.
Let r € Ng and k € [0: n]. Let 0,p € X(k,n). Then

(48) dAe A€(p, p)Apdpe = dA, A e(0,0) Ao Poe.

Moreover, we have

(49) dAs A €(0,0) Ao = (—1)Ag D Adr.
q€[o°]

and, if p=0 —p+ ¢ for p € [o] and ¢ € [0¢], then we have
(50) Ao A €(p, P9 Nppe = (1) e(p, o — p)e(q, 0 — P) A A
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Proof. We use Lemma 6.1 above. Firstly, if [¢] N [p] = 0, then we obtain (48) by
dAs A X ppe = dA, A Ngpe = 0.
Secondly, if o = p, then (48) holds trivially and (49) is an easy observation.

Lastly, consider the case |[o] N [p]| = 1. In that case, there exist p € [0] and
q € [0¢] such that p =0 —p+ ¢. Then
(51) d\s A €e(p, p9)Npdpe = (—1)Fe(p, 0 — ple(q, 0 — )N, A\por

on the one hand, proving (50), while
dAp A €(0,0) Ao 0e = (~1) (g, p = Q)e(p. p — DA Ay
= (—1)k+1€(p7 o —pe(q, 0 — p)A\pA\pdr
on the other hand. The identity (48) follows. The proof is complete. O

(52)

Without much further ado, we give our first main result in this section:

Theorem 6.3.
Let r € Ng and k € [0 : n]. Let wye be a family of complex numbers indexed over
a € A(r,n) and o € 3X(k,n). Then we have

Z Z / WaeA*dA, A €(p, pc)uT_gp)\B/\p(bpc
T

a,BEA(r,n) o,peX(k,n)

=Dk Y /TAG‘ > Ze(l’vf)—p)%“wa,e—pz-

03 (k+1,n) a€A(r,n) peld]

(53)

In particular, this term is zero if and only one of the equivalent conditions of
Lemma 5.1 and Lemma 5.3 is satisfied.

Proof. For the proof, we introduce some additional notation. Let us write
S0, a,w) = Z €(p,0 —plwag—p, 0€X(k+1,n), «acAlr,n).
pE[0]

We write S(w) for the left-hand side of (53), and we moreover write

Saq(w) := Z / )\O‘"’ﬁwwwﬁg)\gd)\g Ne(o,0%)dge
a,BeA(rn) 7T
ceX(k,n)

Z / )\O‘Jrﬁwagwgpd)\g Ne(p, pPE)ApPpe.
a,BeA(rn) * T
o,peX(k,n)

oF£p

S,(w) :

So S(w) = Sg(w) + S, (w) splits into a diagonal part Sy(w) and an off-diagonal part
So(w). We apply our previous observations and find that S(w) equals

Z / )\a+ﬁ(_1)k)\a+qwaa Was — Z 6(]970 —p)e(q7o _p)wﬁ,rf*}ﬂrq or.
a,peA(rn) T pElo]
oceX(k,n)

q€lo’]

With the combinatorial observation

e(p,o —ple(q,0 —p) = e(p, 0 + q — p)e(p, 9)e(q, 0)e(q, p)
= —¢(p,0 4+ q—p)e(o, q),
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we simplify this sum further to

Z )\a+5(f1)k>\g+qwao‘€(qv J) Z 6(]9, oc—p+ q)wﬁ,UJrq*p ¢T
a,BeA(rn) T pE[o+q]
UEZ[(kC,]n)
qclo®

= > / X (1) Ny 1 qwac€(q,0)S (0 + ¢, B, w)pr.
a,BeEA(r,n)
ceX(k,n)
q€lo’]

This leads to

S =(1F 3 [ e Ao S oo pelp, 0 — p)S, Br)pr
a,B€A(r,n) 962(k+1 n)  pelo]
HEILEDS / oSS XS0, 0,0)5(0, B.w)or
0eX(k+1,n) a,BEA(r,n)
LY /Ag S oaes Hozw)’gb.
0ex(k+1,n) acA(r,n)

The integrand is non-negative. Hence the integral vanishes if and only if for all
0 € ¥(k+ 1,n) we have

Z AYS(0, a,w).

acA(r,n)

Since the A\* are linearly independent for o € A(r,n), this holds if and only if one
of the equivalent conditions of Lemma 5.1 and Lemma 5.3 is satisfied. O

Theorem 6.4.
Let 7 € Ny and k € [0 : n]. Let woe be a family of complex numbers indexed over
a € A(r,n) and o € 3(k,n). Then we have

> > /ww,/\ AoedAs A €(p, pO)wppAP e

a,B€A(r,n) o,peX(k,n)
Z Z p,@ p )‘ )\pwaO D

=(-DF X / Aoe

e (k+1,n) a€A(r,n) peld]

(54)

In particular, this term is zero if and only one of the equivalent conditions of
Lemma 5.2 and Lemma 5.4 is satisfied.

Proof. Let us write S(w) for the left-hand side in the equality (54). We can split
that sum into two parts. On the one hand, for the diagonal part,

Sa(w) :== Z WaeA* AgedAs A €(o, UC)T&TABQ,C
a,BEA(r,n) T
oeX(k,n)
S TS S PR
o,B€A(r,n)

oc€X(k,n)
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while on the other hand, for the off-diagonal part,

Solw) = > /UJMA AocdAs A €(p, pO)TEpN e
a,BEA(r,n)
o,peX(k,n)
a#Ep

= Z / waawﬁ,a—p+q>\a+ﬁ/\ac(_1)k+16(p7U —p)e(q,a _p)/\pQST~
oceX(k,n) T
a,BEA(r,n)
p€|o]
q€[o°]

Since S(w) = Sy(w) + Sy(w), we combine that (—1)*S(w) equals

3 X P waoAoe | Waphg = D €(p,0 = p)e(a,0 = P)Tpo—praty | 1
a,BEA(r,n) T p€lo]
oceX(k,n)
q€[o”]
= > XN Pwagree(q,0) | Y elp,0 —p+ )00 —prahy | o1
a,BEA(r,n) T pElo+4]
oeX(k,n)
q€[o”]

> / AFe(p, 0 — p)wao—procp | Y (0.0 —D)Wsa—pNp | b1

a,BEA(r,n) T pEd]
6eS(k+1,n)
pE[O°]
= Z Z Z €(p7 0 — p)waﬂ—p a\p
oen(k+1,m)” T a€A(rn) pelf]
= el X5 oo
0ex(k+1,n) BeA(r+1,n) pelo)
The integrand is non-negative. Moreover, we see that it vanishes if and only if the
conditions of Lemma 5.2 and Lemma 5.4. This completes the proof. ]
Remark 6.5.

A careful inspection of the foregoing proofs shows that the statements of Theo-
rems 6.3 and 6.4 remain true even with the integral sign removed.

We apply the former two theorems in our study of duality pairings between
spaces of finite element differential forms. Let us write

P(Ty k, n) = CA(hn)XE(k’n)

for the abstract complex vector space generated by the set A(r,n) x X(k,n). The
members of that vector space represent the coefficients in linear combinations of
the canonical spanning sets.

We have a bilinear form over P(r, k,n) which for w,n € P(r,k,n) is given by

@m— S % / WarA*dAg A e(p, PVTEN Ay,
a,B€A(r,n) o,peX(k,n)
and another bilinear form over P(r, k,n) which for w,n € P(r, k,n) is given by

(w,n) — Z Z /wa(,)\ AoedAs A €(p, p )n,gp)\ Gpe-

o,BEA(r,n) o,peX(k,n)
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Theorems 6.3 and 6.4 have the following implications. We see that these bilinear
forms are symmetric and semi-definite. In fact, they are positive semidefinite for k
even and negative semidefinite for £ odd.

The degeneracy space of the first bilinear form is exactly the linear subspace
of P(r,k,n) spanned by those coefficient vectors that satisfy the conditions of
Lemma 5.1 and Lemma 5.3. In particular, it follows that the bilinear form

(55) (w,n) — / wAn, we 77,ﬂA’“(T)7 ne ’ﬁ;_HH_lA"_k(T),
T

is non-degenerate.

The degeneracy space of the first bilinear form is exactly the linear subspace
of P(r,k,n) spanned by those coefficient vectors that satisfy the conditions of
Lemma 5.2 and Lemma 5.4. In particular, it follows that the bilinear form

(56) (w,m) — / wAn, wEe ’ﬁr+n,k+1Ak(T), n e ’P;_HA"_I“(T),
T
is non-degenerate.

Remark 6.6.

Theorem 6.3 refines Proposition 3.7 in [11], while Theorem 6.4 states the natural
but hitherto unpublished analogue for the second isomorphism relation. Our first
duality pairing is also used in Lemma 4.11 of [3], whereas our second duality pairing
is utilized in Lemma 4.7 of [3].

7. GEOMETRIC DECOMPOSITIONS AND DEGREES OF FREEDOM

In this section we describe geometric decompositions of finite element spaces
and construct the degrees of freedom. Most concepts and results of this section
are, at least in principle, already known in the literature; we include them for the
completion of exposition and because the results of the previous section allow us
to construct the degrees of freedom in a manner different from prior expositions.

Throughout this section, we let 7 be a collection of simplices satisfying the
following conditions: (i) for every 7' € T and every subsimplex F' C T we have
F e T, (ii) for every two T, T" € T we either have TNT' =@ or TNT' € T, (iii)
we have dimT < n for every T' € T.

We formulate our results within an abstract framework. We assume to be given
X®(T) € A¥(T) for each cell T € T such that for every F,T € T with F C T
we have the surjectivity condition try z X*(T) = X*(F). We write X*(T) for the
subspace of forms with vanishing boundary traces:

(57) XM ={we XHT)|VFeT,FCT trppw=0}.

Let us abbreviate X*,(7) := Drer dimr=n X*(T) for the direct sum of vector
spaces associated to the n-simplices. We say that w € X" (T) is single-valued if
for all n-dimensional simplices T, 7" € T with non-empty intersection F =T NT"
we have try pwr = tr g wyps. The single-valued members of X k 1(T) constitute a
vector space on their own that we denote by X*(T).

The definition suggests a natural way to define the trace of any w € X*(7T) onto
any simplex F' € 7. We introduce the global trace operators

(58) Trr e XH(T) — X*(F).
Remark 7.1.

Let r € N and k € [0 : n]. We consider two prototypical instances of our abstract
framework. On the one hand, we have the full spaces of barycentric polynomial
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differential forms, where X*(T) = P,A*(T) and X*(T) = P,.A¥(T) for cach T € T.
Here, P,.A*(T) = X(T) is common notation. On the other hand, we have the spaces
of higher order Whitney forms, where X*(T) = P A*(T) and X*(T) = Py A*(T)
for each T' € T. In this case, P, A*(T) = X(T) is common notation. From these
examples we see that X*(7") captures the idea of a conforming finite element space.

Our abstract framework relies on extension operators. For all F,T € T with
F C T we assume to have a linear mapping

extpr : XF(F) — X*(T).
We assume that these are generalized inverses of the trace operators,
(59) trr pextprw=w, we XF(F),
and satisfy the two conditions
(60) extpogw =trrgextprw, we€ Xk(F), FCGCT, FGTEeT,
(61) trrgextprw=0, we X*F), F.GCT, F ¢G, FGTEeT.
The identity (60) formalizes that extensions to different simplices have the same
trace on common subsimplices, while the identity (61) formalizes that the extension
is local in the sense that the extension has zero trace on all simplices of 7 that do

not contain the original simplex.
Under these assumptions, we easily verify that the global extension operators

(62) EXtF,T : )O(k(F) — Xk(T), Wpg — Z extp T wr,

FTeT
FCT,dimT=n

are well-defined. We can state this section’s main result.

Theorem 7.2. )
Suppose that w € X*(T). Then there exist unique wp € X*(F) for every F € T
such that

(63) w= Z Extp 7 wp.
FeT

Proof. Let w € X*(T). We prove the statement of the theorem by a recursion
argument. We let wy := Trr v w € X*(V) for every vertex V € T of the simplicial
complex. Set

W = Z Exty, 7wy .
VeT,dimT=0

Then Trr v (w — w(®) = 0 for every 0-dimensional V € 7.
Now assume that for some m € [0 : n — 1] the following holds: for every F' € T
of dimension at most m there exists wr € X*(F) such that, letting

w™ = Z Extrrwr,
FeT, dim F<m

we have Try p(w — w(™) = 0 for every F € T of dimension at most m. Now, for
every F' € T of dimension m + 1 we set wp := Trr pw € X*(F) for every F € T
of dimension at most m + 1. Letting

wm+h) .= Z Extrrwr,
FeT,dim F<m+1

it follows that Try r(w — w(™) = 0 for every F' € T of dimension at most m + 1.
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Iterating this construction produces wp € X k(F) for every F € T such that

w— Z Extprwr
FeT

has vanishing trace on every F' € T. Thus (63) follows, completing the proof. O

Remark 7.3.
The two families of extension operators defined previously,

(64)  extyil : PLAR(F) = PAAR(T),  extiiT : PrAR(EF) — PrART),

satisfy the required conditions of this section, and thus lead to geometric decom-
positions of P,.A*(T) and P~ A*(T), respectively.

Remark 7.4.

Any basis of X*(F) induces a basis of Extp7 X*(F). In the light of the geometric
decomposition (63), we see that choosing a basis for the space of vanishing trace
for each simplex leads to a basis for the entire finite element space.

The extension operators are defined on the spaces with vanishing traces but
using the geometric decomposition, we can extend them to the full space on each
cell. For each T' € T we define the operator

extp: Xk(F)*)Xk(T), Z extypwys — Z extyrwy,
feT, fCF feT, fCF
where the argument in is expressed in terms of the geometric decomposition with
wy € XF(f) for each subsimplex of F. The operator extpp: X*(F) — X*(T)
extends the operator extp r: X*(F) — X*(T), as is easily seen.

Remark 7.5.

The identities (59), (60) and (61) are satisfied by this definition of extension op-
erator in the general case w € X¥(F). Moreover, for w € X*(F) and F,G, T € T
with F,G C T and F NG # () one can verify

(65) extrnG, ¢ trF FnG W = trr,g extrr w,

and in particular, these extension operators are consistent in the terminology of [4,
Section 4]. In that manner, we obtain operators

(66)  extyily : PLAR(F) = PAMT),  extiphs i PrAR(E) — PrANT).

The mapping extl;fT has not appeared before in the literature, whereas extlg’g’f
appears in [4].

We finish this section with an outline of the degrees of freedom. For each F' € T
of dimension dim F' = m we define the spaces of functionals

I € P W ATTE(R) () = /

Wy a(F) = {aS € PAK(T)" [

77/\Tr-}7

WL (F) = {¢ € PrAK(T)"

I € Prsnm s AR (E) 1 () = /F

n A Tr } .
We have isomorphisms W, x(F) =~ P.A*(F)* and W, . (F) ~ PrAF(F)*, as is
evident considering the pairings (55) and (56). We define the spaces
Wik(T) = > Wek(F), W, (T) = > W (F).
FeT FeT
These are not only spaces of functionals over conforming finite element spaces but
in fact the entire dual spaces, as expressed in the following two theorems.
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Theorem 7.6.
For r € Ny and k € [0 : n] we have
(67) PAAMT) = Won(T), PrANT) = W(T).

Proof. We state the proof for the first identity; the proof for the second identity is
completely analogous. Recall that W,.x(T) C P.A*(T)*. Let w € P.A*(T) such
that n(w) =0 for all n € W, x(T). We show that w = 0.

By Theorem 7.2 we have w = .7 Extp 7 wp with unique wp € P, AF (F) for
each F' € T. Suppose that for some m € Ny we have wp = 0 for each F' € T
with dim /' < m and consider some F' € T with dim F' = m. By assumption,
Trrw = wp, and since n(w) = 0 for all n € W, ,(F), we have wp = 0. By
induction, we find w = 0. Hence W, ;(T) spans P,.A*(T)*. O

Theorem 7.7.
For r € Ny and k € [0 : n] we have direct sums

(68) PoA(T) =) Wek(F), PrAMT) =D W (F).

FeT FeT

Proof. Suppose that we have np € W, 1, (F) for each F' € T, not all zero. Write 7™
for the set of m-dimensional simplices of 7~ and abbreviate 9, := )" . > peri 5.
We use induction to find w € P, A*(T) such that n(w) > 0.

First, consider the smallest m € Ny for which there exists an m-dimensional
F € T with ng nonzero. For each m-dimensional F' € T we choose wg € 75TA’§(F)
such that ngp(wr) > 0 if nr is nonzero and let wp = 0 otherwise. It follows that
Wk = Y perm Extp 7wy satisfies 7y (wi) > 0.

For the induction step, suppose that for some m € N we have w,, 1 € P,.A*(T)
such that 7,—1(wm—1) > 0. For every m-dimensional FF € T we then choose
wp € 75TA]€(F) satisfying np(Extp7rwr) > np(wm—1) if nF is nonzero and wrp =0
otherwise. It follows that wy, := Wm—1 + > peym Extp 7 wr satisfies 19y, (W) > 0.
Repeating this, we get w € P, A*(T) such that n(w) > 0, finishing the proof. O
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