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Abstract

The difference variational bicomplex, which is the natural setting for systems of difference equa-
tions, is constructed and used to examine the geometric and algebraic properties of various systems.
Exactness of the bicomplex gives a coordinate-free setting for finite difference variational problems,
Euler–Lagrange equations and Noether’s theorem. We also examine the connection between the
condition for existence of a Hamiltonian and the multisymplecticity of systems of partial difference
equations. Furthermore, we define difference multimomentum maps of multisymplectic systems,
which yield their conservation laws. To conclude, we demonstrate how multisymplectic integrators
can be comprehended even on non-uniform meshes through a generalized difference variational
bicomplex.
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1 Introduction
Symmetry methods provide powerful tools for obtaining solutions and conservation laws of a given
system of partial differential equations (PDEs) and for understanding structural features such as
integrability [3, 17, 34]. In the formal geometric approach, the variational complex is central to the
study of symmetries, scalar conservation laws and Euler–Lagrange equations [21, 34]. This complex
is contained in the (augmented) variational bicomplex, which is a natural geometric setting for all
of the above and also for multisymplectic PDEs [7] and other PDEs with form-valued conservation
laws, as well as the Lagrangian multiform (or pluri-Lagrangian) formalism of integrable systems (see,
e.g., [29, 39,41]).

The variational bicomplex is constructed by splitting the exterior derivative into horizontal and
vertical parts (see [1, 2, 23, 43, 44]), which reflect the distinction between independent and dependent
variables. It is augmented by a projection, the interior Euler operator, which is used to derive Euler–
Lagrange equations from a given Lagrangian form. Independently, Anderson [1,2], Tsujishita [42] and
Vinogradov [43,44] proved that the augmented variational bicomplex is exact.

Over the last three decades, symmetry analysis for differential equations has been extended to
difference equations (see [12, 13, 15, 16, 28, 35–38, 46]). Difference forms [30] and the difference vari-
ational complex [18] have also been developed. These results are fundamentally important for the
geometric analysis of finite difference numerical schemes. For instance, a variational integrator yields
Euler–Lagrange equations from a difference Lagrangian form.

This paper formally introduces the difference variational bicomplex, that was proposed in the
thesis [35], and examines some of its applications. Section 2 begins with a brief review of the differential
variational bicomplex, which is a natural setting for multisymplectic systems of PDEs. Section 3
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develops the main ideas and structures for the difference variational bicomplex. Exactness of the
difference variational bicomplex plays an essential role in applications, giving coordinate-free versions
of Noether’s theorem for finite difference variational problems and multisymplectic partial difference
equations (P∆Es). (A proof of exactness is given in an Appendix.) Section 4 uses the bicomplex to
develop a coordinate-free difference version of Hamilton’s principle. In Section 5, the conservation
of multisymplectic structures is studied for P∆Es and we explain the link between multisymplectic
systems and degenerate difference Lagrangian structures. By defining discrete multimomentum maps,
conservation laws of multisymplectic systems are obtained. In Section 6, we describe a generalized
difference variational bicomplex that is the natural setting for multisymplectic integrators on a non-
uniform mesh.

2 The (differential) variational bicomplex
The variational bicomplex is a double complex of differential forms that arises by regarding inde-
pendent variables as coordinates on a base space, with dependent variables and their derivatives
coordinatizing fibres over each point of the base space. The geometric setting is the infinite prolonga-
tion bundle. We review the differential variational bicomplex (following Anderson’s presentation [1,2],
see also [23,42,44]), and show that this is a natural setting for multisymplectic systems of PDEs.

2.1 An overview of the variational bicomplex
For differential equations with independent variables x = (x1, x2, . . . , xp) ∈ X ⊂ Rp and dependent
variables u = (u1, u2, . . . , uq) ∈ U ⊂ Rq, a natural geometric structure is the trivial fibred manifold

π : X × U → X,

(x,u) 7→ x.
(2.1)

A solution u = f(x) can be regarded as a local section, s(x) = (x, f(x)). Restricting attention to
neighbourhoods in which f is smooth, a section can be prolonged to the infinite jet bundle J∞(X×U)
whose coordinates represent derivatives:

π∞ : J∞(X × U) → X,

(xi, uα, uα1i
, . . . , uαJ, . . .) 7→ x.

(2.2)

The prolonged section s has coordinates

xi, uα = fα(x), uα1i
=
∂fα(x)

∂xi
, . . . , uαJ =

∂|J|fα(x)

(∂x1)j1(∂x2)j2 · · · (∂xp)jp
, . . . , (2.3)

where 1i is the p-tuple whose only nonzero entry is 1 in its ith place, J = (j1, j2, . . . , jp) with all
entries being non-negative integers, and |J| = j1+ j2+ · · ·+ jp. In this setting, a differential equation
defines a variety on the jet bundle.

The exterior derivative on J∞(X ×U) can be written in terms of these local coordinates. Let [u]
denote u and finitely many of its partial derivatives; then the exterior derivative of a locally smooth
function f(x, [u]) is

df(x, [u]) =
∂f(x, [u])

∂xi
dxi +

∂f(x, [u])

∂uαJ
duαJ . (2.4)

The Einstein summation convention is used from (2.4) on. It is natural to split the exterior derivative
using the contact forms duαJ − uαJ+1i

dxi, because the pullback of each contact form by any section s
is zero. This splitting gives

df(x, [u]) = (Dif(x, [u])) dx
i +

∂f(x, [u])

∂uαJ

(
duαJ − uαJ+1i

dxi
)
, (2.5)

where
Di =

∂

∂xi
+ uα1i

∂

∂uα
+ · · ·+ uαJ+1i

∂

∂uαJ
+ · · · (2.6)
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is the total derivative with respect to xi. This splitting gives a basis for the set of differential one-forms:

dxi, duαJ − uαJ+1i
dxi, (2.7)

which is extended to a basis for the set Ω of all differential forms by using the wedge product. The
exterior derivative splits into the horizontal derivative dh and the vertical derivative dv, as follows:

d = dh+dv, (2.8)

where
dh = dxi ∧Di , dv =

(
duαJ − uαJ+1i

dxi
)
∧ ∂

∂uαJ
. (2.9)

Direct calculation yields the identities

d2h = 0, dhdv = −dvdh, d2v = 0. (2.10)

The contact forms dvu
α
J = duαJ − uαJ+1i

dxi form a basis for the set of vertical differential one-forms;
the set of horizontal differential one-forms has a basis dhx

i = dxi. Furthermore,

Di dhx
j = δji , Di dvu

β
K = 0,

∂

∂uαJ
dhx

j = 0,
∂

∂uαJ
dvu

β
K = δβαδ

J
K. (2.11)

A locally smooth vertical vector field v0 = Qα ∂/∂uα on X×U can be prolonged to all orders to yield
the vector field v = DJQ

α ∂/∂uαJ on J∞(X×U). This can be generalized, with the same prolongation
formula, by allowing each Qα to depend on finitely many derivatives of u, in which case v is a vertical
generalized vector field on J∞(X × U). By the prolongation formula, v commutes with each Di.

A (k + l)-form σ on J∞(X × U) is said to be a (k, l)-form if it can be written as

σ = fJ1,...,Jl
i1,...,ik;α1,...,αl

(x, [u]) dhx
i1 ∧ · · · ∧ dhx

ik ∧ dvu
α1
J1

∧ · · · ∧ dvu
αl
Jl
, (2.12)

where each fJ1,...,Jl
i1,...,ik;α1,...,αl

is a locally smooth function. The Lie derivative of σ with respect to a vector
field v, denoted Lvσ, may be obtained from Cartan’s formula:

Lvσ = v dσ + d(v σ). (2.13)

Routine calculations, adapted to the horizontal and vertical derivatives, give the following results.

Lemma 2.1. Let σ be a differential form on J∞(X × U). If v is a vertical generalized vector field
on J∞(X × U) then

v dhσ + dh(v σ) = 0,

so
Lvσ = v dvσ + dv(v σ).

Similarly,
Di dvσ + dv(Di σ) = 0,

so
LDiσ = Di dhσ + dh(Di σ).

Let Ωk,l be the set of all (k, l)-forms over J∞(X × U). Then

dh : Ωk,l → Ωk+1,l, dv : Ωk,l → Ωk,l+1, (2.14)

and the identities (2.10) yield a double complex called the variational bicomplex (Fig. 1). A (k, l)-
form σ is horizontally closed if dhσ = 0 and horizontally exact if there exists a form τ ∈ Ωk−1,l such
that σ = dhτ . Similarly, σ is vertically closed if dvσ = 0 and vertically exact if there exists τ ∈ Ωk,l−1

such that σ = dvτ .

3



0 R Ω0,0 Ω1,0 · · · Ωp−1,0 Ωp,0 0

0 Ω0,1 Ω1,1 · · · Ωp−1,1 Ωp,1 0

0 Ω0,2 Ω1,2 · · · Ωp−1,2 Ωp,2 0

...
...

...
...

dh dh dh dh dh

dh dh dh dh dh

dh dh dh dh dh

dv

dv

dv

dv

dv

dv

dv

dv

dv

dv

dv

dv

Figure 1: The variational bicomplex.

The cohomology of the variational bicomplex in Fig. 1 has been well-studied; for proofs, see
[1,23,42,44]. Each column of the bicomplex is the analogue of the de Rham complex for a topologically
trivial space, so that any vertically closed form σ is also vertically exact. However, this is not true
for the rows, where the Poincaré Lemma fails. Specifically, for any l ≥ 1, there exist horizontally
closed (p, l)-forms that are not horizontally exact. To overcome this inconvenience, a projection I on
Ωp,l, l ≥ 1 is used to make the rows exact, yielding the augmented variational bicomplex in Fig. 2;
here F l := I

(
Ωp,l

)
. The cohomology groups of the augmented variational bicomplex are all trivial,

reflecting the topological triviality of J∞(X × U). If one pulls back the complex to the submanifold
of (infinitely prolonged) solutions of a given system of PDEs, the vertical cohomology groups remain
trivial, but some horizontal cohomology groups may be nontrivial.

0 R Ω0,0 Ω1,0 · · · Ωp−1,0 Ωp,0

0 Ω0,1 Ω1,1 · · · Ωp−1,1 Ωp,1 F 1 0

0 Ω0,2 Ω1,2 · · · Ωp−1,2 Ωp,2 F 2 0

...
...

...
...

dh dh dh dh

dh dh dh dh I

dh dh dh dh I

dv

dv

dv

dv

dv

dv

dv

dv

dv

dv

dv

dv

...

δv

δv

E

Figure 2: The augmented variational bicomplex.

To define I, which is called the interior Euler operator, it is helpful to use the multi-index notation

DJ = Dj1

1 D
j2

2 · · ·Djp

p , (−D)J = (−D1)
j1(−D2)

j2 · · · (−Dp)
jp = (−1)|J|DJ ; (2.15)
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formally, (−D)J is the adjoint operator to DJ. Then I : Ωp,l → Ωp,l is defined by

I(σ) = 1

l
dvu

α ∧ (−D)J

(
∂

∂uαJ
σ

)
, σ ∈ Ωp,l, (2.16)

which gives the same outcome (up to a divergence) as integration by parts. The rows containing Ωk,l

(for fixed l ≥ 1) are exact; in particular, ker(I) = im(dh). Moreover, the interior Euler operator is a
projection (so I2 = I); hence, for each σ ∈ Ωp,l, l ≥ 1, there exists τ ∈ Ωp−1,l such that

σ = I(σ)− dhτ. (2.17)

The Euler–Lagrange operator E : Ωp,0 → F 1 is defined by E := I dv. Given a Lagrangian form,
L [u] = L(x, [u])vol, where vol = dx1 ∧ · · · ∧ dxp is the volume form,

E(L ) = (−D)J

(
∂L(x, [u])

∂uαJ

)
dvu

α ∧ vol, (2.18)

so the Euler–Lagrange equations are the coefficients of E(L ) = 0.
Bearing in mind that F l ⊂ Ωp,l, the operators δv := I dv give higher variations; in particular,

δv : F 1 → F 2 gives the Helmholtz conditions for the inverse problem of variational calculus. The
variational complex is the edge of the augmented variational bicomplex, consisting of the bottom row,
the Euler–Lagrange operator, and the column containing the spaces F l. The variational complex is
exact, so

ker(E) = im(dh), im(E) = ker(δv),

and the column containing F l is exact.

2.2 Multisymplectic systems via the variational bicomplex
The (augmented) variational bicomplex provides a natural framework for studying multisymplectic
PDEs; this framework was introduced in [7] for first-order quasilinear systems on Riemannian man-
ifolds, but it applies equally to other types of multisymplectic systems. For simplicity, we restrict
attention to the base manifold Rp, but the results are local and can be adapted to other base manifolds.

The starting-point is Zuckerman’s discovery in [47] of a ‘universal conserved current’ for any given
Lagrangian form L ∈ Ωp,0. This is a vertically closed differential form ω ∈ Ωp−1,2 that is conserved
on solutions of the Euler–Lagrange equations. It is instructive to revisit Zuckerman’s proof using the
augmented variational bicomplex. From (2.17), there exists η ∈ Ωp−1,1 such that

E(L ) = dvL + dhη. (2.19)

The (p− 1, 2)-form ω = dvη satisfies

dhω = −dvdhη = −dvE(L ). (2.20)

Consequently dhω = 0 on the solution submanifold of the Euler–Lagrange equations.
Independently, Gotay [14] developed a covariant Hamiltonian formalism for field theories of arbi-

trary order, using a generalized Legendre transformation to identify additional phase space variables
pJα from the Lagrangian. A key ingredient is the Poincaré–Cartan form Θ, which is a Lepagean
equivalent of the Lagrangian form. In the above notation,

Θ = L + η, (2.21)

which is a p-form of mixed type (from the viewpoint of the bicomplex). From (2.19), we have

dΘ = E(L ) + ω, (2.22)

and (2.20) arises from d2Θ = 0.
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Up to inessential terms, Gotay’s covariant Hamiltonian formalism yields the quasilinear first-order
system of Euler–Lagrange equations for the modified Lagrangian

L̂ = L(x, [u]) + pJ+1i
α (Diu

α
J − uαJ+1i

). (2.23)

Here uαJ, p
J
α are distinct dependent variables on the phase space, with the latter variables playing

the role of Lagrange multipliers. So nothing is lost by restricting attention to first-order quasilinear
systems, in which case [u] fully coordinatizes the phase space. This approach was introduced by
Bridges [5].

One can partially reverse the above derivation, using the fact that the vertical cohomology groups
are trivial, even for the restricted bicomplex. A system of PDEs is multisymplectic if there exists a
vertically closed (p−1, 2)-form ω such that dhω is zero on the solution submanifold (but not identically
zero). So every system of Euler–Lagrange equations is multisymplectic. In coordinates, write

ω = κi ∧ (Di vol), (2.24)

where each κi is a vertically closed (0, 2)-form. Then on solutions of the system, dhω = 0 amounts to
the form-valued conservation law

Diκ
i = 0.

As ω is vertically closed, exactness of the vertical columns implies the existence of η ∈ Ωp−1,1 such
that ω = dvη. Moreover, on the solution submanifold,

dvdhη = −dhdvη = 0,

so there exists L ∈ Ωp,0 (restricted to this submanifold) such that

dhη + dvL = 0.

Khavkine [20] used this observation to prove the existence of a Lagrangian (p, 0)-form on the full
jet space, whose Euler–Lagrange equations are solved by the given multisymplectic system of PDEs.
(However, these equations may be weaker than the given system and so admit other solutions.)

It is convenient to restrict attention to multisymplectic systems that are first-order and quasilinear,
so that both ω and η are defined over each point x in terms of the phase space variables and their
vertical derivatives. For difference equations, however, this turns out not to be possible, as differences
are not defined pointwise, nor are they derivations. Nevertheless, we now show that there is a difference
analogue of the variational bicomplex which has very similar features to the differential case, and this
gives rise to a standard form for multisymplectic difference equations.

3 Construction of the difference variational bicomplex
The building-blocks for the difference variational bicomplex are difference prolongation spaces [31],
difference forms [18,30] and the difference variational complex [18] over the base space Zp.

Consider a P∆E with p independent variables, ni ∈ Z, and q dependent variables, uα ∈ R. These
variables can be regarded as coordinates on the total space, Zp × Rq: the discrete base space Zp and
the connected fibres Rq are coordinatized respectively by n = (n1, n2, . . . , np) and u = (u1, u2, . . . , uq).
For simplicity, we shall assume that this coordinate system applies everywhere, though the results
below can be adapted if more than one coordinate patch is needed for a particular P∆E. The fibres
are mapped to one another by the horizontal translations

TJ : Zp × Rq → Zp × Rq

(n,u) 7→ (n+ J,u).
(3.1)

Note that TJ ◦TK = TJ+K for all J,K ∈ Zp. (See [16] for other transformations of total space.)
As the total space is disconnected, it is helpful to construct a connected representation of this

space over each base point. To do this, each fibre is prolonged to include the values of the coordinates
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on all other fibres as coordinates in a Cartesian product, using the pullback of each uα with respect
to every TJ. The (connected) total prolongation space over an arbitrary base point, denoted P (Rq)
(or Pn(Rq) if the base point, n, is specified), has coordinates (uαJ), where

uαJ = T∗
Ju

α.

In particular, uα0 = uα. The total prolongation space provides a convenient setting for the study of
geometric properties of difference equations.

The composition rule for horizontal translations gives the identities

uαJ+K = T∗
Ku

α
J.

More generally, let f be a function on Zp×P (Rq) and denote its restriction to each total prolongation
space Pn(Rq) by fn((u

α
J)) = f(n, (uαJ)); for simplicity, we assume that every fn is smooth. Then

the pullback of fn+K((uαJ)) with respect to TK is the function T∗
Kfn+K on Pn(Rq) whose values are

f(n+K, (uαJ+K)). So the action of each horizontal translation TK on the space of smooth functions
on Pn(Rq) can be represented by the shift operator

SK : C∞(Pn(Rq)) → C∞(Pn(Rq))

f(n, (uαJ)) 7→ f(n+K, (uαJ+K)),
(3.2)

so that SKfn = T∗
Kfn+K. Similarly, let σ be a differential form on Zp × P (Rq) whose restriction to

each Pn(Rq) is σn. Then the action of TK on σn is represented by the shift

SKσn = T∗
Kσn+K. (3.3)

By the standard properties of the pullback, SK commutes with the wedge product and with the
exterior derivative on the fibre P (Rq), which we denote by dv (as it acts on dependent variables only):

SK(σ1 ∧ σ2) = (SKσ1) ∧ (SKσ2), SK(dvσ) = dv(SKσ). (3.4)

The difference structure is a consequence of the ordering of each independent variable. For any
multi-index J = (j1, j2, . . . , jp) = ji1i, the corresponding shift operator is SJ = Sj

1

1 Sj
2

2 · · · Sjpp , where
Si := S1i denotes the forward shift with respect to ni. Then the forward difference in the ni-direction
is represented on each Pn(Rq) by the operator

Dni = Si− id, (3.5)

where id is the identity mapping. In [18], Hydon & Mansfield introduced difference forms on Zp.
These have the same algebraic properties as differential forms on Rp, with the exterior algebra on p
symbols, ∆1,∆2, . . . ,∆p, replacing the exterior algebra on dx1, dx2, . . . , dxp. The symbols ∆i at any
two different points are related by (horizontal) translation, so that

∆i
∣∣
n
= T∗

K(∆i
∣∣
n+K

) =: SK(∆i
∣∣
n
). (3.6)

A difference k-form σ on Zp assigns a k-form,

σn = fi1,...,ik(n)∆
i1
∣∣
n
∧ · · · ∧∆ik

∣∣
n
,

to each n ∈ Zp. In view of the invariance of ∆i under horizontal translations, we write

σ = fi1,...,ik(n)∆
i1 ∧ · · · ∧∆ik . (3.7)

The exterior difference operator ∆ maps difference k-forms to difference (k + 1)-forms as follows:

∆σ = ∆i ∧Dniσ. (3.8)
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Unlike the exterior derivative dv, the exterior difference ∆ is not a derivation; however, like dv, it
satisfies the important identity ∆2 = 0. Note also that ∆ni = ∆i. The exterior difference acts
pointwise on difference forms over Zp and extends immediately to difference forms over Zp × P (Rq),

σ = fi1,...,ik(n, (u
α
J))∆

i1 ∧ · · · ∧∆ik .

In particular, the exterior difference of a difference (p− 1)-form,

σ =

p∑
i=1

(−1)i−1F i(n, (uαJ))∆
1 ∧ · · · ∧ ∆̂i ∧ · · · ∧∆p

where ∆̂i denotes the absence of ∆i, is

∆σ = DivF∆1 ∧ · · · ∧∆p, where DivF := Dni

{
F i(n, (uαJ))

}
.

Any function of the form DivF, as defined above, is called a (difference) divergence.
To obtain the difference variational bicomplex, we combine the above exterior difference and dif-

ferential structures, using the wedge product. From here on, we consider only forms whose restriction
to any particular Pn(Rq) have coefficients depending only on n and a finite subset, denoted [u], of the
coordinates (uαJ). Under this condition, a (k, l)-form on Zp × P (Rq) is a (k + l)-form σ that can be
written (without redundancies) as

σ = fJ1,...,Jl
i1,...,ik;α1,...,αl

(n, [u])∆i1 ∧ · · · ∧∆ik ∧ dvu
α1
J1

∧ · · · ∧ dvu
αl
Jl
; (3.9)

we denote the set of all such forms by Ωk,l. The exterior derivative is the mapping dv : Ωk,l → Ωk,l+1

whose action on (3.9) gives

dvσ =
∂

∂uαJ

{
fJ1,...,Jl
i1,...,ik;α1,...,αl

(n, [u])
}
dvu

α
J ∧∆i1 ∧ · · · ∧∆ik ∧ dvu

α1
J1

∧ · · · ∧ dvu
αl
Jl
. (3.10)

Shifts of (3.9) are given by

SKσ = SK

{
fJ1,...,Jl
i1,...,ik;α1,...,αl

(n, [u])
}

∆i1 ∧ · · · ∧∆ik ∧ dvu
α1
J1+K ∧ · · · ∧ dvu

αl
Jl+K, (3.11)

because (3.6) implies that SK∆j = ∆j . Bearing this in mind, the exterior difference is the mapping

dMh : Ωk,l → Ωk+1,l

σ 7→ ∆i ∧Dniσ.
(3.12)

Remark 3.1. 1. The operator Dni is the Lie difference with respect to the horizontal translation
T1i , because

(Dniσ)|n = T∗
1i
(σn+1i)− σn,

the right-hand side of this expression being the standard definition of the Lie difference [11].
2. We use dMh instead of ∆ (which was designed for pure difference forms), as it is helpful to mirror the
standard notation used for the differential variational bicomplex. Both dMh and dv are invariant under
all allowable changes of the coordinates used to describe their respective spaces, namely GL(p,Z)
transformations of the base space Zp and diffeomorphisms of Rq (prolonged to Zp × P (Rq)).

Lemma 3.1. The operators dMh and dv satisfy the identity

dMh dv = −dv d
M
h . (3.13)

Consequently, the operator dM := dMh +dv satisfies (dM)2 = 0.

Proof. To prove (3.13), apply dMh dv to an arbitrary (k, l)-form σ, then use the identities (3.11) and
Si(∂f/∂u

α
J) = ∂(Sif)/∂(Siu

α
J). The identity for dM follows from (dMh )

2 = 0 and d2v = 0.
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0 R Ω0,0 Ω1,0 · · · Ωp−1,0 Ωp,0

0 Ω0,1 Ω1,1 · · · Ωp−1,1 Ωp,1 F 1 0

0 Ω0,2 Ω1,2 · · · Ωp−1,2 Ωp,2 F 2 0

...
...

...
...

dMh dMh dMh dMh

dMh dMh dMh dMh IM

dMh dMh dMh dMh IM

dv

dv

dv

dv

dv

dv

dv

dv

dv

dv

dv

dv

...

δMv

δMv

EM

Figure 3: The augmented difference variational bicomplex.

The operator dM, which we call the exterior difference-derivative, is analogous to the exterior
derivative d on the infinite jet bundle. It splits into horizontal and vertical components, from which
the difference variational bicomplex can be constructed in the same way as for the differential case
(with dMh replacing dh).

For variational problems, a difference version of the interior Euler operator is needed to form the
augmented difference variational bicomplex, which is shown in Fig. 3. Here, summation by parts
replaces integration by parts, yielding the difference interior Euler operator IM defined by

IM(σ) :=
1

l
dvu

α ∧ S−J

(
∂

∂uαJ
σ

)
, σ ∈ Ωp,l. (3.14)

Note that S−J is the formal adjoint of SJ. The difference Euler–Lagrange operator EM : Ωp,0 → F 1 is
defined by EM := IM dv. For a difference Lagrangian form, L [u] = L(n, [u])∆1 ∧ · · · ∧∆p ∈ Ωp,0,

EM(L ) = S−J

(
∂L(n, [u])

∂uαJ

)
dvu

α ∧∆1 ∧ · · · ∧∆p. (3.15)

Therefore the difference Euler–Lagrange equations,

S−J

(
∂L(n, [u])

∂uαJ

)
= 0,

are the coefficients of EM(L ) = 0. The operators δMv : F l → F l+1 are defined by δMv := IM dv. Direct
computation shows that IM is a projection, that is,(

IM)2 = IM, (3.16)

and that the conditions for a cochain complex are satisfied by the rows, columns and edge sequence:

IM dMh = 0, EM dMh = 0, δMv EM = 0,
(
δMv
)2

= 0. (3.17)

Indeed, the augmented difference variational bicomplex is exact, just as in the differential case. A
proof of this is outlined in the Appendix.

Let (∂n1 , ∂n2 , . . . , ∂np) be the duals to the difference one-forms (∆1,∆2, . . . ,∆p); the duals to the
differential one-forms dvu

α
J are ∂/∂uαJ. These satisfy

∂ni ∆j = δji , ∂ni dvu
α
J = 0,

∂

∂uαJ
∆j = 0,

∂

∂uαJ
dvu

β
K = δβαδ

J
K. (3.18)
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For difference equations, the base space Zp is discrete, so every (tangent) vector field is vertical.
A locally smooth vector field v0 = Qα ∂/∂uα on the total space, prolonged to all orders, yields the
vector field v = SJQ

α ∂/∂uαJ on Zp × P (Rq). In much the same way as for differential equations, this
prolongation formula also applies when each Qα depends on n and finitely many shifts of u, in which
case v is a generalized vector field on Zp × P (Rq); moreover, v commutes with each Si [16]. The
q-tuple (Q1, Q2, . . . , Qq) that determines the generalized vector field v is called its characteristic.

The Lie derivative of a (k, l)-form σ with respect to a generalized vector field v on Zp ×P (Rq) is,
by Cartan’s formula,

Lvσ = v dvσ + dv(v σ). (3.19)

(See also the definition (A.4) through the corresponding transformation.) This mirrors the differential
case, as do the proofs of the following results.

Proposition 3.2. Let σ be a (k, l)-form on Zp×P (Rq). If v is a generalized vector field on Zp×P (Rq)
then

v dMh σ + dMh (v σ) = 0,

so
Lvσ = v dMσ + dM(v σ).

Furthermore,
∂ni dvσ + dv(∂ni σ) = 0,

and the Lie difference of σ with respect to the horizontal translation T1i satisfies the identity

Dniσ = ∂ni dMh σ + dMh (∂ni σ).

Therefore,
Dniσ = ∂ni dMσ + dM(∂ni σ).

Remarkably, both the (vertical) Lie derivative and (horizontal) Lie difference satisfy a formula
that is similar to Cartan’s, with the exterior difference-derivative on Zp×P (Rq) replacing the exterior
derivative on J∞(X × U).

Let L [u] = L(n, [u])∆1 ∧ · · · ∧∆p ∈ Ωp,0 be a given Lagrangian difference form, with Lagrangian
L(n, [u]). A generalized vector field v on Zp × P (Rq) is a variational symmetry generator if v(L) is
a null Lagrangian, that is, if there exist functions F i(n, [u]) such that

v(L) = DniF i(n, [u]). (3.20)

Equivalently, v is a variational symmetry generator if there exists σ ∈ Ωp−1,0 such that

v dvL = dMhσ; (3.21)

in coordinates,

σ =

p∑
i=1

(−1)i−1F i(n, [u])∆1 ∧ · · · ∧ ∆̂i ∧ · · · ∧∆p = F i(n, [u]) ∂ni vol, (3.22)

where vol = ∆1 ∧ · · · ∧∆p is the volume p-form. As IM is a projection and the difference variational
bicomplex is exact, a difference version of equality (2.17) holds. For each σ ∈ Ωp,1, there exists
τ ∈ Ωp−1,1 such that

σ = IM(σ)− dMh τ. (3.23)

In particular, for σ = dvL there exists τ ∈ Ωp−1,1 such that

dvL = EM(L )− dMh τ. (3.24)

By using (3.21), (3.24) and Proposition 3.2, we obtain

dMh (σ − v τ) = v EM(L ), (3.25)
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which gives a conservation law

dMh (σ − v τ) = 0 on solutions of EM(L ) = 0. (3.26)

The conservation law (3.26) is a coordinate-free version of the difference conservation law obtained by
Noether’s (First) Theorem; its differential counterpart was proved in [7]. (See [22] for a comprehensive
history of Noether’s theorems on variational symmetries.)

4 Discrete mechanics via the difference variational bicomplex
In [33] and references therein, discrete mechanics is developed using the standard approach in classical
mechanics, that is, by studying the discrete equations of motion on a manifold equipped with a closed
nondegenerate two-form. In [7], Bridges et al. used the (differential) variational bicomplex to re-
examine classical mechanics. In this section, we apply the augmented difference variational bicomplex
to discrete mechanics, with base space Z and the fibre (in total space) R2 (for simplicity). In the usual
notation1, let (n, q, p) be the standard coordinates on the total space Z × R2; let S be the forward
shift in n and the forward difference operator be Dn = S− id.

Consider the following (0, 2)-form, which is vertically closed and nondegenerate:

ω = dvp ∧ dvq. (4.1)

This gives each fibre in the total space the structure of a symplectic manifold. Suppose that the
horizontal translation map T1 : (n, p, q) 7→ (n+1, p, q) is a symplectomorphism, so that T∗

1 ωn+1 = ωn.
In the prolongation space Z× P (R2), this condition amounts to Dnω = 0, that is,

dvp1 ∧ dvq1 − dvp0 ∧ dvq0 = 0.

As the augmented difference variational bicomplex is exact, there exists a Hamiltonian function H on
Z× P (R2) that satisfies

(p1 − p0) dvq0 − (q1 − q0) dvp1 = −dvH. (4.2)

Consequently, H is a function of (n, q0, p1) only. In coordinates, the symplectic map is

q1 − q0 =
∂H(n, q0, p1)

∂p1
, p1 − p0 = − ∂H(n, q0, p1)

∂q0
. (4.3)

With the step-length incorporated into H, this is the Euler-B discretization method for a continuous
Hamiltonian system; see [27].

Reversing the above argument (with p−1 replacing p0), one can start with a Hamiltonian H(n, p, q)
defined on the total space and apply the map

q1 − q0 =
∂H(n, q0, p0)

∂p0
, p0 − p−1 = − ∂H(n, q0, p0)

∂q0
. (4.4)

on each Pn(R2). Then
(p0 − p−1) dvq0 − (q1 − q0) dvp0 = −dvH,

so the map preserves the symplectic (0, 2)-form

ω = dvp−1 ∧ dvq0 (4.5)

on Z×P (R2). This approach has the advantage that (similarly to the corresponding continuous case)
the symplectic map (4.4) can be written in terms of a self-adjoint matrix operator:(

0 −(id−S−1)
S− id 0

)(
q0
p0

)
=

(
∂H(n, q0, p0)/∂q0
∂H(n, q0, p0)/∂p0

)
. (4.6)

1Throughout this section only, p and q are real-valued variables, not dimensions (which are given).
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The system (4.4) amounts to the Euler–Lagrange equations for the Lagrangian (1, 0)-form

L = {p0(q1 − q0)−H(n, q0, p0)}∆n.

Specifically,
EM(L ) = dvL + dMhη, η = p−1 dvq0.

So ω = dvη.
For symplectic difference maps in general, at most one of the Hamiltonian function and the sym-

plectic form is defined on the total space, so it is essential to work in an appropriate prolongation
space.

So far, we have worked mainly in terms of the given coordinates. For an entirely coordinate-free
formulation, the exterior difference operator dMh is used in place of the Lie difference Dn.

This construction is easily extended to mechanical systems with higher-dimensional fibres. We
now generalize it to higher-dimensional base spaces, with application to multisymplectic P∆Es.

5 Multisymplectic systems of P∆Es and the bicomplex
First introduced by Bridges [5], multisymplectic structure generalizes the classical Hamiltonian struc-
ture for finite-dimensional systems to infinite-dimensional systems. The multisymplectic formulation
and multisymplectic geometry has been greatly studied and widely applied during the last decades,
e.g. [4, 6, 8–10,19,25,26,32,40,45].

Let x and u be multi-dimensional continuous independent and dependent variables, respectively.
A system of PDEs is multisymplectic if (but not only if) it can be represented as a variational problem
with a Lagrangian

L[u] = Li
α(x,u)Diu

α −H(x,u). (5.1)

Hence the Euler–Lagrange equations are

Ki
αβ(x,u)Diu

β − ∂Li
α

∂xi
− ∂H

∂uα
= 0, (5.2)

where

Ki
αβ(x,u) =

∂Li
β

∂uα
− ∂Li

α

∂uβ
. (5.3)

Bridges [5] showed that closed symplectic two-forms can then be defined as

κi =
∑
α<β

Ki
αβ(x,u) du

α ∧ duβ, (5.4)

such that the structural conservation law Diκ
i = 0 holds on solutions of the Euler–Lagrange equations.

Bridges et al. [7] generalized this approach by using the differential variational bicomplex; see also [6].
Instead of closed symplectic forms, one has vertically closed symplectic two-forms:

κi =
∑
α<β

Ki
αβ(x,u) dvu

α ∧ dvu
β; (5.5)

the structural conservation law Diκ
i again vanishes on solutions of the Euler–Lagrange equations.

Similarly, for a system of P∆Es, a prerequisite of multisymplecticity is the existence of vertically
closed standard (0, 2)-forms

κi = S−1
i

(
Ki

αβ(n,u)
)
dv
(
S−1
i uα

)
∧ dvu

β; (5.6)

here Ki
αβ are smooth functions with respect to the dependent variables u and S−1

i = S−1i . The
vertically closed (0, 2)-forms given by (5.6) are conserved if they satisfy the condition for conservation
laws, i.e., the divergence expression

Dniκi = 0 (5.7)
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holds on solutions of the given system of P∆Es. Recall the volume element vol on Zp, a (p, 0)-form

vol = ∆1 ∧∆2 ∧ · · · ∧∆p. (5.8)

Let ζ = κi∂ni , where each κi is a vertically closed (2, 0)-form, and define the (p− 1, 2)-form

ω = ζ vol . (5.9)

Then, as
dMhω =

(
Dniκi

)
∧ vol, (5.10)

the conservation of multisymplecticity is equivalent to the condition dMhω = 0.
Conversely, let ω be a vertically closed (p − 1, 2)-form on the space Zp × U with U ⊂ Rq, and

suppose on all solutions of some system of first-order P∆Es, one has

dMhω = 0. (5.11)

In coordinates, the (p− 1, 2)-form ω can be written as

ω =

p∑
i=1

S−1
i

(
f iαβ(n,u)

)
dv
(
S−1
i uα

)
∧ dvu

β ∧ (∂ni vol). (5.12)

From (5.9), we see that ω = ζ vol = κi ∧ (∂ni vol) and hence the vertically closed (0, 2)-forms are
obtained:

κi = S−1
i

(
f iαβ(n,u)

)
dv
(
S−1
i uα

)
∧ dvu

β. (5.13)

These forms κi are conserved because dMhω =
(
Dniκi

)
∧ vol and dMhω = 0 on solutions of the difference

system. This implies the multisymplecticity of the system.
Note that since the (p−1, 2)-form (5.12) is defined in this form, and hence (5.6), because similarly

the continuous case multisymplectic P∆Es are governed by first-order fully degenerate Lagrangians
(see, e.g. (5.21)); we shall call these forms standard multisymplectic forms. For a general variational
problem, its multisymplectic form may be defined on the total prolongation space.

Now we are going to propose a systematic method, with which one can proceed from a multi-
symplectic structure to an equivalent difference Lagrangian structure. As ω is a vertically closed
(p− 1, 2)-form, there exists an η ∈ Ωp−1,1 such that

dvη = ω. (5.14)

From (5.11), we conclude that on all solutions of the given system,

dvd
M
hη = −dMhdvη = − dMhω = 0. (5.15)

This implies the existence (locally) of a (p, 0)-form L , such that on all solutions

dMhη = dvL . (5.16)

Therefore, as
EM(L ) = IM(dvL ) = IM(dMhη) = 0 (on solutions), (5.17)

the (p, 0)-form L is a Lagrangian form for the system of P∆Es.
One can also use multimomentum maps for discrete multisymplectic systems to derive conservation

laws. Let G denote a Lie group of transformations preserving the (p− 1, 2)-form ω, and let vξ be the
infinitesimal generator with ξ ∈ g satisfying

vξ :=
d

dε

∣∣∣
ε=0

exp(εξ)(n,u); (5.18)

here g is the associated Lie algebra. Obviously the characteristic for vξ is Qα = vξ dvu
α. Assume

its prolongation (with the same notation vξ) yields a vertically exact form vξ ω; then there exists
some λξ ∈ Ωp−1,0 such that

vξ ω = dvλξ. (5.19)
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Let g∗ denote the dual space of the Lie algebra g, with which we define the difference multimomentum
map J : Zp × Pn(Rq) → g∗ ⊗ Ωp−1,0 as

J(n, [u])(ξ) = λξ(n, [u]). (5.20)

We finish this section by deducing the conditions under which the (p−1, 0)-form λξ is in the form of a
conservation law given by (3.26) for the multisymplectic system written as difference Euler–Lagrange
equations. Suppose we are given a Lagrangian (p, 0)-form

L = Li
β(n,u) d

M
hu

β ∧ (∂ni vol)−H(n,u) vol, (5.21)

where H(n,u) is smooth with respect to u. Through a direct calculation,

Li
β(n,u) d

M
hu

β ∧ (∂ni vol) = Li
β(n,u)

(
Dniuβ

)
vol, (5.22)

with which we find the difference Euler–Lagrange equations associated with the Lagrangian form
(5.21) as ∑

i

∂Li
β(n,u)

∂uα
Dniuβ +

∑
i

(S−1
i − id)Li

α(n,u)−
∂H(n,u)

∂uα
= 0. (5.23)

The following (p− 1, 1)-form η is verified to satisfy (3.24) through direct calculation:

η =
∑
i

(
S−1
i Li

α(n,u)
)
dvu

α ∧ (∂ni vol). (5.24)

It leads to a multisymplectic (p− 1, 2)-form as follows:

ω = dvη =
∑
i

(
S−1
i

∂Li
α(n,u)

∂uβ

)
dv(S

−1
i uβ) ∧ dvu

α ∧ (∂ni vol). (5.25)

Conversely, for a linear system of P∆Es, if there is a vertically closed (p − 1, 2)-form ω satisfying
dMhω = 0, then there exists a Lagrangian of the form (5.21). Therefore, the deduction of Noether’s
finite difference conservation laws on page 11 (or (3.26)) leads to a difference multimomentum map
with

λξ = σξ − vξ η. (5.26)

Therefore, the extra conditions for λξ to be a conservation law are

dvλξ = vξ ω,

dMhλξ = vξ EM(L ).
(5.27)

Here, the first condition follows directly from (5.19), while the second one is implied by (3.25). Locally,
if we write λξ ∈ Ωp−1,0 as

λξ = λiξ(n, [u])∂ni vol, (5.28)

the second condition in (5.27) has a local representation

∑
i

Dniλiξ −Qα

(∑
i

∂Li
β(n,u)

∂uα
Dniuβ +

∑
i

(S−1
i − id)Li

α(n,u)−
∂H(n,u)

∂uα

)
= 0. (5.29)

Theorem 5.1. For the multisymplectic system given in (5.23), any discrete multimomentum map
J(n, [u])(ξ) = λξ(n, [u]) satisfying (5.27) gives rise to a conservation law dMhλξ = 0 on all solutions
of the system.

Next we study several illustrative examples. The first Example 5.1 shows how one can obtain
mutisymplectic forms from a given degenerate Lagrangian. In the second Example 5.2, conservation
laws of multisymplectic systems are obtained through multisymplectic maps. In the last Example
5.3, we obtain some constraints, with which the infinitesimal generators will contribute to difference
multimomentum maps.
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Example 5.1. Let the local coordinates of Z3 be n = (n1, n2, n3), and let u ∈ R. Consider a
Lagrangian (3, 0)-form

L =
3∑

i=1

Li(n, u) dMhu ∧ (∂ni vol)−H(n, u) vol . (5.30)

This amounts to the following multisymplectic P∆E

3∑
i=1

(
∂Li

∂u
Dniu+ (S−1

i − id)Li

)
=
∂H

∂u
. (5.31)

The corresponding multisymplectic (2, 2)-form is

ω =

3∑
i=1

((
S−1
i

∂Li

∂u

)
dv(S

−1
i u) ∧ dvu ∧ (∂ni vol)

)
. (5.32)

Alternatively, we can write the (2, 2)-form ω as three vertically closed (0, 2)-forms

κi =

(
S−1
i

∂Li

∂u

)
dv(S

−1
i u) ∧ dvu. (5.33)

Example 5.2. Consider a difference Euler–Lagrange equation on Z2 × P (R):

u1,0 + u−1,0 + u0,1 + u0,−1 − 4u0,0 = 0; (5.34)

here u0,0 = un1,n2 , u1,0 = un1+1,n2 , and so forth. It is easily verified that this equation is of the form
(5.23) with

L1 = L2 = u0,0, H = 0, (5.35)

and vξ = ∂
∂u0,0

is an infinitesimal generator of its symmetries. From (5.25), the multisymplectic
(1, 2)-form is

ω = dvu−1,0 ∧ dvu0,0 ∧∆2 − dvu0,−1 ∧ dvu0,0 ∧∆1. (5.36)

The exterior form vξ ω = dvλξ is vertically exact with

λξ = (u0,−1 − u0,0)∆
1 + (u0,0 − u−1,0)∆

2. (5.37)

Hence its components are λ1ξ = u0,0 − u−1,0 and λ2ξ = −(u0,−1 − u0,0). Therefore, (5.29) amounts to
the conservation law

2∑
i=1

Dniλiξ = 0 on the solutions of (5.34). (5.38)

Example 5.3. Consider the following discrete Lagrangian defined on Z2 × P (R3):

L =
(
u10,1 − u11,0

)
u30,0 −H (5.39)

with the Hamiltonian
H = −

(
u10,0 + u30,0

)
u20,0 − C lnu20,0. (5.40)

Here C is a constant. It has an equivalent representation as a Lagrangian form given in (5.21) with
nonzero components

L1
1 = −u30,0, L2

1 = u30,0, (5.41)

which leads to the associated difference Euler–Lagrange equations
u30,−1 − u3−1,0 + u20,0 = 0,

u10,0 + u30,0 +
C

u2
0,0

= 0,

u10,1 − u11,0 + u20,0 = 0.

(5.42)
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It is a multisymplectic system with the underlying multisymplectic (1, 2)-form as follows

ω = −dvu
3
−1,0 ∧ dvu

1
0,0 ∧∆2 − dvu

3
0,−1 ∧ dvu

1
0,0 ∧∆1. (5.43)

Denote the infinitesimal generators vξ of Lie point symmetries and the (1, 0)-form λξ respectively by

vξ = Qα(n,u)
∂

∂uα0,0
(5.44)

and
λξ = λiξ (∂ni vol)

= λ1ξ∆
2 − λ2ξ∆

1.
(5.45)

Therefore, dvλξ = vξ ω (for the prolonged vector field) leads to

Q1 =
∂λ1ξ
∂u3−1,0

= −
∂λ2ξ
∂u30,−1

,

Q3 = −S1

(
∂λ1ξ
∂u10,0

)
= S2

(
∂λ2ξ
∂u10,0

)
.

(5.46)

This also implies that λ1ξ = λ1ξ(n
1, n2, u10,0, u

3
−1,0), λ2ξ = λ2ξ(n

1, n2, u10,0, u
3
0,−1), and both λiξ are linear

functions with respect to each of their continuous variables. Consequently, only special type of in-
finitesimal generators whose characteristics Q1 = Q1(n1, n2, u10,0) and Q3 = Q3(n1, n2, u30,0) are both
linear functions about the continuous variables can possibly amount to difference multimomentum
maps.

6 Multisymplectic integrator via the generalized difference variational bicomplex
on non-uniform meshes

In this section, we generalize the difference variational bicomplex on Zp to non-uniform meshes.
Multisymplectic integrators are re-investigated using the generalized bicomplex structure.

For the difference variational bicomplex proposed above, we considered only uniform discrete
independent variables, i.e., n ∈ Zp. However, with practical problems such as discretization or
numerical methods for a differential system, we frequently encounter spaces of independent variables
that are not Zp. Suppose the difference system is built on a space coordinatized by (xn,un) where xn

and un are the independent and dependent variables. The dimensions of xn and n are both p, while
we set the dimension of un to be q. Denote the step size or the distance of two mesh points in each
direction as

εin := d(xn+1i ,xn), i = 1, 2, . . . , p, (6.1)
where d(·, ·) is the distance of two points with respect to a given metric.

Remark 6.1. If the points {xn} are located in the Euclidean space Rp, then the distance is εin =
xn+1i − xn. Otherwise, it depends on the specific geometric structure of the space. For example, if
the points are on a Riemannian manifold, then obviously the distance connecting two points will be
the length of the local geodesic connecting them.

Analogously, the exterior difference-derivative dMn from the mesh viewpoint is defined as a sum-
mation of a horizontal operator dMn

h , i.e., the exterior difference, and a vertical operator dv, i.e., the
exterior derivative, as follows:

dMn = dMn
h +dv, (6.2)

where

dMn
h :=

p∑
i=1

∆i
n ∧ Dni

εin
, dv := dvu

α
J ∧ ∂

∂uαJ
. (6.3)

Here the difference one-forms are ∆i
n = εin∆

i. The exterior derivative dv is exactly the one given by
(3.10).
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Remark 6.2. When the limit εin → 0 is taken, ∆i
n tends to dxi and Dni

εin
tends to the total derivative

Di. Namely, the horizontal operator dMn
h is an approximation of the horizontal derivative dh= dxi∧Di

(see (2.9)).

Rewrite the horizontal operator as follows

dMn
h =

p∑
i=1

∆i
n ∧ Dni

εin
=

p∑
i=1

εin∆
i ∧ Dni

εin
=
∑
i

∆i ∧Dni . (6.4)

This is exactly the same as the exterior difference dMh we introduced for the uniform lattice Zp.
Therefore, the two exterior difference operators dMn and dM are consistent for any step size εn. Those
properties of the exterior difference-derivative we studied above in the uniform case still hold in
the non-uniform case. In the following we study several numerical examples using the non-uniform
difference variational bicomplex.

Example 6.3. Consider the semilinear scalar PDE

utt + εuxx + V ′(u) = 0, ε = ±1; (6.5)

here V (u) is a potential function. Bridges & Reich [8] embedded (6.5) in a first-order multisymplectic
system of PDEs,

−vt − wx = V ′(u), ut + px = v, ux − εpt = εw, εwt − vx = 0, (6.6)

which they discretized using the following Störmer–Verlet scheme (staggered in both the x- and the
t-directions):

−
vi,j+ 1

2
− vi,j− 1

2

ht
−
wi+ 1

2
,j − wi− 1

2
,j

hx
= V ′(ui,j),

ui,j+1 − ui,j
ht

+
pi+ 1

2
,j+ 1

2
− pi− 1

2
,j+ 1

2

hx
= vi,j+ 1

2
,

ui+1,j − ui,j
hx

− ε
pi+ 1

2
,j+ 1

2
− pi+ 1

2
,j− 1

2

ht
= εwi+ 1

2
,j ,

ε
wi+ 1

2
,j+1 − wi+ 1

2
,j

ht
−
vi+1,j+ 1

2
− vi,j+ 1

2

hx
= 0.

(6.7)

Here hx = xi+1 − xi and ht = tj+1 − tj are the uniform step sizes. Difference one-forms on the mesh
are generated by

∆x = hx∆
1, ∆t = ht∆

2, (6.8)

where ∆1 and ∆2 are the standard difference one-forms on the uniform space Z2. The multisymplectic
(1, 2)-form (5.9) is therefore obtained:

ω =
(
dvvi,j− 1

2
∧ dvui,j + εdvpi+ 1

2
,j− 1

2
∧ dvwi+ 1

2
,j

)
∧∆x

−
(
dvwi− 1

2
,j ∧ dvui,j − dvpi− 1

2
,j+ 1

2
∧ dvvi,j+ 1

2

)
∧∆t,

(6.9)

satisfying
dMhω = 0 on solutions of (6.7). (6.10)

A Lagrangian governing (6.7) reads

L = vi,j+ 1
2

ui,j+1 − ui,j
ht

+ εpi+ 1
2
,j+ 1

2

wi+ 1
2
,j+1 − wi+ 1

2
,j

ht
+ wi+ 1

2
,j

ui+1,j − ui,j
hx

− pi+ 1
2
,j+ 1

2

vi+1,j+ 1
2
− vi,j+ 1

2

hx
−

V (ui,j) +
v2
i,j+ 1

2

+ εw2
i+ 1

2
,j

2

 .

(6.11)
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Example 6.4. In [45], Wang studied the multisymplectic formulation and structure-preserving inte-
grator for the Zakharov system

iφt + φxx + 2φψ = 0, ψtt − ψxx + (|φ|2)xx = 0, (6.12)

where φ(x, t) is complex-valued and ψ(x, t) is real-valued. It can be rewritten as a first-order system
of PDEs by introducing several new variables:

− vt + px = −2uψ, ut + qx = −2vψ, − ux = −p, − vx = −q,
wt = ψ − (u2 + v2), − ψt + ϕx = 0, − wx = −ϕ.

(6.13)

Wang proposed a particular Euler box scheme of this system [45], which is multisymplectic:

− vi,j+1 − vi,j
ht

+
pi+1,j − pi,j

hx
= −2ui,jψi,j ,

ui,j − ui,j−1

ht
+
qi+1,j − qi,j

hx
= −2vi,jψi,j ,

− ui,j − ui−1,j

hx
= −pi,j , − vi,j − vi−1,j

hx
= −qi,j ,

wi,j+1 − wi,j

ht
= ψi,j − (u2i,j + v2i,j),

− ψi,j − ψi,j−1

ht
+
ϕi,j − ϕi−1,j

hx
= 0, − wi+1,j − wi,j

hx
= −ϕi,j .

(6.14)

Using the bicomplex theory, the associated multisymplectic (1, 2)-form is obtained as follows

ω =(−dvui,j−1 ∧ dvvi,j + dvψi,j−1 ∧ dvwi,j) ∧∆x

− (dvui−1,j ∧ dvpi,j + dvvi−1,j ∧ dvqi,j − dvϕi−1,j ∧ dvwi,j) ∧∆t,
(6.15)

such that dMhω vanishes on solutions of the system (6.14). A Lagrangian is

L =− ui,j
vi,j+1 − vi,j

ht
+ ψi,j

wi,j+1 − wi,j

ht
+ ui,j

pi+1,j − pi,j
hx

+ vi,j
qi+1,j − qi,j

hx

− ϕi,j
wi+1,j − wi,j

hx
−

(
1

2
ψ2
i,j − ψi,j(u

2
i,j + v2i,j)−

p2i,j + q2i,j
2

− 1

2
ϕ2
i,j

)
.

(6.16)

7 Conclusions
We established the theory of difference variational bicomplex, standing as a geometric framework for
the study of finite difference equations, particularly of variational problems, and their symmetries,
conservation laws, etc. Using the bicomplex, we re-examined the equations of motion arising from
discrete mechanics, and in particular found an equivalent condition for the existence of Hamiltonians
for such equations. It is also a natural structure for investigating multisymplectic systems of P∆Es
and serves as a proper theoretic foundation for multisymplectic integrators. Finite difference con-
servation laws of discrete multisymplectic systems could be obtained either through Noether’s first
theorem, which was proved in a coordinate-free manner on the bicomplex, or by using difference mul-
timomentum maps corresponding to groups of vertical transformations. Furthermore, we were able to
analyze multisymplectic integrators by generalizing the difference variational bicomplex from uniform
lattices to non-uniform meshes, for instance, their discrete multisymplectic structures and variational
structures. Various illustrative examples are provided.
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Appendix A: Exactness of the augmented difference variational bicomplex
Exactness of the augmented difference variational bicomplex has been partially proved in [18,24]; the
following proofs are based on the thesis [35] by constructing homotopy operators. See also [48] for
Zharinov’s construction. Local exactness of the augmented difference variational bicomplex in Fig. 3
on Zp × Pn(Rq) is illustrated by the following three theorems.

Theorem A.1. For each k = 0, 1, 2, . . . , p, the vertical complex

Ωk,0 dv−→ Ωk,1 dv−→ Ωk,2 dv−→ · · ·

is exact.

Proof. Denote the prolongation of the vertical vector field uα ∂
∂uα as

v = (SJ u
α)

∂

∂uαJ
= uαJ

∂

∂uαJ
, (A.1)

the flow generated by which on Zp × Pn(Rq) is a one-parameter family of diffeomorphisms

exp(εv)(n,u) = (n, . . . , eεuαJ, . . .), (A.2)

satisfying that2

d

dε

∣∣∣
ε=0

exp(εv)(n,u) = v. (A.3)

As a consequence, naturally there exist induced push-forward and pull-back mappings. Take any form
σ ∈ Ωk,l. As the transformation only occurs in the continuous parts, we can define a derivative of σ
as3

Lvσ = lim
ε→0

exp(εv)∗(σ)− σ

ε
=

d

dε

∣∣∣
ε=0

exp(εv)∗(σ), (A.4)

which implies that
d

dε
exp(εv)∗(σ) = exp(εv)∗(Lvσ). (A.5)

The vertical homotopy operators hk,lv : Ωk,l → Ωk,l−1, l ≥ 1 are defined by

hk,lv (σ) =

∫ 1

0

1

λ
exp(lnλv)∗(v σ) dλ, (A.6)

such that
σ = dv(h

k,l
v (σ)) + hk,l+1

v (dvσ). (A.7)

The integrand in (A.6) is a smooth function of λ at λ = 0, as l ≥ 1. This finishes the proof.

Theorem A.2. For each l ≥ 1, the augmented horizontal complex

0 → Ω0,l dMh−→ Ω1,l dMh−→ · · ·
dMh−→ Ωp−1,l dMh−→ Ωp,l IM

−→ F l → 0 (A.8)

is exact.

Proof. First of all, notice that ker(IM) = im(dMh ), which is an immediate consequence of (2.17). The
exactness of the last part is implied by F l = IM(Ωp,l).

For any σ ∈ Ωk,l, define the following operators

F J
α (σ) =

∑
I⊃J

(
I
J

)
S−I

(
∂uα

I
σ
)
. (A.9)

2The mapping exp is called the exponential mapping, and we claim that it is a diffeomorphism here as the discrete
parts can be considered as fixed parameters.

3In the continuous setting, this derivative is exactly the Lie derivative, and we also refer to its notation and call it
the Lie derivative accordingly. It satisfies all the properties that the canonical Lie derivative owns.
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Here if we denote I = (i1, i2, . . . , ip) and J = (j1, j2, . . . , jp), then I ⊃ J means that ik ≥ jk for each
k, and (

I
J

)
=

I!

J!(I− J)!
(A.10)

with I! = i1!i2! . . . ip!. For any σ ∈ Ωk,l with 1 ≤ k ≤ p, we define the horizontal homotopy operators
as

hk,lh (σ) =
1

l

∑
α,m,I

|im|+ 1

p− k + |I|+ 1
(S − id)I

(
dvu

α ∧ F I+1m
α (∂nm σ)

)
, (A.11)

which satisfy that
hk+1,l
h (dMhσ) + dMh

(
hk,lh (σ)

)
= σ. (A.12)

When k = 0, by defining Ω−1,l = 0, i.e., ∂nm σ = 0 for each m, the identity (A.12) still holds.

Theorem A.3. The boundary complex4

0 → R → Ω0,0 dMh−→ Ω1,0 dMh−→ · · ·
dMh−→ Ωp−1,0 dMh−→ Ωp,0 EM

−→ F 1 δMv−→ F 2 δMv−→ · · · (A.13)

is exact.

Proof. Let us break the complex into two pieces

0 → R → Ω0,0 dMh−→ Ω1,0 dMh−→ · · ·
dMh−→ Ωp−1,0 dMh−→ Ωp,0 EM

−→ F 1 (A.14)

and
Ωp,0 EM

−→ F 1 δMv−→ F 2 δMv−→ · · · . (A.15)

We only show the exactness of the second piece here. For any σ ∈ F l, l ≥ 1, the vertical homotopy
operators give that

σ = dv(h
p,l
v (σ)) + hp,l+1

v (dvσ). (A.16)

From (2.17), we have
dvσ = δMv σ + dMh τ1 (A.17)

and
dv(h

p,l
v (σ)) = δMv (h

p,l
v (σ)) + dMh τ2, (A.18)

for some τ1 ∈ Ωp−1,l+1 and τ2 ∈ Ωp−1,l. Since IM(σ) = σ, we apply the difference interior Euler
operator IM to equality (A.16) and obtain

σ = IM
(
δMv (h

p,l
v (σ)) + dMh τ2

)
+ IM ◦ hp,l+1

v

(
δMv σ + dMh τ1

)
= IM ◦ δMv ◦ hp,lv (σ) + IM ◦ hp,l+1

v ◦ δMv (σ) + IM ◦ hp,l+1
v (dMh τ2)

= δMv ◦ hp,lv (σ) + IM ◦ hp,l+1
v ◦ δMv (σ)− IM

(
dMh

(
hp,l+1
v (τ2)

))
= δMv ◦ hp,lv (σ) + IM ◦ hp,l+1

v ◦ δMv (σ),

(A.19)

where the third equality holds as dMh anti-commutes with hp,lv as consequence of Proposition 3.2. Note
that when the operator δMv is applied to (p, 0)-forms, it should be replaced by the difference Euler–
Lagrange operator EM. To continue our proof, the equality (A.19) should be separately considered
through the following two cases.
i) Let l = 1. Recall that δMv EM = 0, and for any (p, 1)-form σ satisfying δMv (σ) = 0, (A.19) leads to
that

σ = EM ◦ hp,1v (σ), (A.20)
4Note that Kupershmidt in [24] proved the exactness around EM. In [18], Hydon & Mansfield proved the exactness

in the difference variational complex analogue.
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which implies the exactness. Namely, there exists a (p, 0)-form τ = hp,1v (σ), such that σ = EM(τ).
ii) Let l ≥ 2. We define homotopy operators to verify the exactness. The following property is needed
that for any (p,m)-form σ, with m ≥ 1,

δMv (σ) = δMv IM(σ), (A.21)

which is an immediate result by applying δMv to the equality σ = IM(σ) + dMh τ , for some τ ∈ Ωp−1,m.
Therefore, for any σ ∈ F l, l ≥ 2, hp,lv (σ) is a (p,m)-form with m = l−1 ≥ 1. Now the equality (A.19)
becomes

σ = δMv ◦ hp,lv (σ) + IM ◦ hp,l+1
v ◦ δMv (σ)

= δMv ◦ IM ◦ hp,lv (σ) + IM ◦ hp,l+1
v ◦ δMv (σ)

= δMv

(
Hl(σ)

)
+Hl+1

(
δMv (σ)

)
,

(A.22)

where the homotopy operators Hl : F l → F l−1, l ≥ 2 are defined by Hl = IM ◦ hp,lv . This finishes the
proof of exactness for the second piece.
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