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Abstract. In this article, we consider the class of 2-Calabi-Yau tilted algebras that are defined by a quiver

with potential whose dual graph is a tree. We call these algebras dimer tree algebras because they can also
be realized as quotients of dimer algebras on a disc. These algebras are wild in general. For every such

algebra B, we construct a polygon S with a checkerboard pattern in its interior that gives rise to a category

Diag(S). The indecomposable objects of Diag(S) are the 2-diagonals in S, and its morphisms are given by
certain pivoting moves between the 2-diagonals. We conjecture that the category Diag(S) is equivalent to

the stable syzygy category over the algebra B, such that the rotation of the polygon corresponds to the shift

functor on the syzygies. In particular, the number of indecomposable syzygies is finite and the projective
resolutions are periodic. We prove the conjecture in the special case where every chordless cycle in the

quiver is of length three.

As a consequence, we obtain an explicit description of the projective resolutions. Moreover, we show
that the syzygy category is equivalent to the 2-cluster category of type A, and we introduce a new derived

invariant for the algebra B that can be read off easily from the quiver.
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1. Introduction

Overview. In this paper, we study the syzygy categories of certain 2-Calabi-Yau tilted algebras. Syzygies are
the building blocks for free resolutions in commutative algebra as well as for projective resolutions of modules
in representation theory of algebras. Every module has a projective resolution which may be thought of as
an approximation of the module by projectives. Conversely, any morphism between projectives defines a
module via its cokernel. For any finite dimensional algebra, there are only finitely many indecomposable
projectives but, in general, there is no hope for a classification of all indecomposable modules.

It is therefore natural to study the subcategory of all syzygy modules over the algebra. In the extreme
cases, it is possible that every module is a syzygy (if the algebra is self-injective) or that only the projective
modules are syzygies (if the algebra is hereditary), and in general the behavior can be anywhere in between
these two extremes. A particularly nice situation is when the number of indecomposable syzygies is finite.
It is an open problem to classify all syzygy-finite algebras.

We are interested in 2-Calabi-Yau tilted algebras, a class of finite dimensional non-commutative algebras
over a field, introduced in [R] in the context of the categorification of cluster algebras by [BMRRT, Am].
These algebras are far-reaching generalizations of cluster-tilted algebras introduced in [CCS, BMR] and
studied extensively by a large number of authors, see for example the lecture notes [As, BuMa] and references
therein. For example, every (finite dimensional) Jacobian algebra of a quiver with potential is 2-Calabi-Yau
tilted [Am]. These algebras also arise naturally in mathematical physics, for example, in relation to Postnikov
diagrams and dimer models [HK, Po, JKS, BKM, Pr].

Keller and Reiten showed in [KR] that 2-Calabi-Yau tilted algebras are Gorenstein and that their stable
syzygy categories are 3-Calabi-Yau. The Gorenstein property implies that the syzygy category is equivalent
to the category of Cohen-Macauley modules over the algebra, which in turn is equivalent to the singularity
category [Bu, O]. Cohen-Macauley modules play a central role in commutative algebra and algebraic geome-
try, in particular in the McKay correspondence and resolutions of singularities, see for example the textbook
[LW], and more recently in matrix factorization [M, PV].

In this paper, we restrict to a certain class of 2-Calabi-Yau tilted algebras B, which we call dimer tree
algebras, because they can be realized as a quotient of a dimer algebra on a disc. For example, algebras
arising from the coordinate rings of the Grassmannians Gr(3, n) are dimer tree algebras.

We give a complete description of the category of all syzygies CMPB, including a description of objects,
morphisms, shift, exact structure, and the Auslander-Reiten quiver. Furthermore, we construct explicit
projective resolutions for the syzygies. In particular, we show that these algebras, which are generally of
wild representation type, only admit a finite number of indecomposable syzygies.
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Main results. Let B be a dimer tree algebra, that is, B is a Jacobian algebra given by a quiver with potential
such that the dual graph of the quiver is a tree, see Definition 3.3. We construct a combinatorial model for the
syzygy category inside a polygon S with 2N vertices. Our polygon is equipped with a checkerboard pattern
defined by a set of radical lines ρ(i) corresponding to the vertices i of the quiver. Then each 2-diagonal γ in
S corresponds to an indecomposable syzygy Mγ and its intersection with the radical lines gives a projective
presentation of Mγ .

We consider the category Diag(S) of 2-diagonals. The morphisms in Diag(S) are defined combinatorially
via certain pivoting moves between the 2-diagonals. Moreover, Diag(S) is a triangulated category with
shift functor given by the rotation by π/N . If we omit the checkerboard pattern, this category has already
appeared in [BM], where it was used to give a combinatorial model for the 2-cluster category of type A.

Before stating our main result, we introduce the following notation. Let γ be a 2-diagonal in S. Then γ
crosses several of the radical lines ρ(i) of the checkerboard pattern of S. Each of these crossings has degree
0 or 1 according to Definition 3.27. We define two projective B-modules P0(γ) and P1(γ) as follows. Let
P0(γ) = ⊕iP (i), where the sum is over all vertices i of Q such that the radical line ρ(i) crosses γ in degree
0. Similarly, let P1(γ) = ⊕jP (j), where the sum is over all vertices j of Q such that the radical line ρ(j)
crosses γ in degree 1. Let Ω denote the syzygy functor.

We are now ready to state our main conjecture and our main result.

Conjecture 1.1. Let B be a dimer tree algebra. For each 2-diagonal γ in S there exists a morphism
fγ : P1(γ)→ P0(γ) such that the mapping γ 7→ cokerfγ induces an equivalence of categories

F : Diag(S)→ CMPB.

Under this equivalence, the radical line ρ(i) corresponds to the radical of the indecomposable projective P (i)
for all i ∈ Q0. The clockwise rotation R of S corresponds to the shift Ω in CMPB and R2 corresponds to
the inverse Auslander-Reiten translation τ−1 = Ω2. Thus

F (ρ(i)) = radP (i)

F (R(γ)) = ΩF (γ)

F (R2(γ)) = τ−1 F (γ)

Furthermore, F maps the 2-pivots in Diag(S) to the irreducible morphisms in CMPB, and the meshes in
Diag(S) to the Auslander-Reiten triangles in CMPB.

In this paper, we prove the conjecture in the following special case. We shall prove the full conjecture in
a forthcoming paper using the model developed here. Recall that a cycle in a graph is said to be chordless
if it is equal to the induced subgraph on its vertices.

Theorem 1.2. (Theorem 7.1) The conjecture holds in the special case where every chordless cycle in Q is
of length 3.

A small example. Below we provide a small example; a bigger and more detailed one is given in section 3.2.
Let B be the algebra given by the quiver in Figure 1 with potential the sum of the two chordless cycles.The
Auslander-Reiten quiver of the syzygy category CMPB is given below, and the Auslander-Reiten quiver of
the stable syzygy category CMPB is obtained from this one by removing the projective modules.
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The polygon S is shown in Figure 1. The arc γ as in the figure crosses radical lines 1,2, and 5. This gives
a morphism fγ : P (2) → P (1) ⊕ P (5) between the projectives, whose cokernel is the corresponding syzygy
Mγ = 1 5

2 . Moreover, the projective resolution of Mγ can be constructed by applying the clockwise rotation
R. Thus, Rγ is the radical line ρ(1) and its associated syzygy MRγ = coker fRγ : P (4)→ P (2) is the radical
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Figure 1. A quiver Q together with its checkerboard polygon S. The radical lines are
labeled by the vertices of Q. The crossing points of two radical lines represent arrows in the
quiver, and the interior shaded regions represent chordless cycles in Q.

of the projective P (1). Hence, ΩMγ = MRγ = rad P (1) and the first few terms of the projective resolution
of Mγ are as follows.

. . . // P (4)
fRγ // P (2)

fγ // P (1)⊕ P (5) // Mγ
// 0

Applications. As an application, we obtain the following corollaries. The first one uses the results of [BM].

Corollary 1.3. The category CMPB is equivalent to the 2-cluster category of type AN−2. In particular, the
number of indecomposable syzygies is N(N − 2).

Equivalently this category can also be described as the stable module category over the self-injective
algebra Λn defined as the quotient of the path algebra of an oriented n-cycle by the rad n−1.

The corollary shows that the size of the polygon 2N determines the syzygy category up to equivalence.
In Corollary 3.19, we provide a simple formula for 2N as a weighted sum over the boundary arrows of Q,
where each arrow has weight 1 or 2. Since derived equivalent algebras have equivalent singularity categories,
we obtain a new derived invariant that is easy to compute.

Corollary 1.4. The size of the polygon is a derived invariant for the algebra B.

The checkerboard pattern on S determines the algebra B completely. On the other hand, two algebras
may have the same size polygon while having non-equivalent derived categories. It is an interesting problem
to determine when two checkerboard patterns are derived equivalent.

Corollary 1.5. (Corollary 4.21) The projective resolution of any syzygy is periodic of period N or 2N . An
indecomposable syzygy Mγ has period N if and only if the corresponding 2-diagonal γ is a diameter in S.

Recall that a module is rigid if it has no nontrivial self-extensions.

Corollary 1.6. (Corollary 8.1) The the indecomposable syzygies over B are rigid B-modules.

Moreover, we conjecture that the indecomposable syzygies are τ -rigid in modB. This is of interest, since
the τ -rigid indecomposable modules correspond to cluster variables in the cluster algebra of Q provided they
are reachable by mutation.

Corollary 1.7. (Corollary 8.2) Let M,N be indecomposable syzygies over B. Then the dimension of
Ext1

B(M,N)⊕Ext1
B(N,M) is equal to the number of crossing points between the corresponding 2-diagonals.

In particular, the dimension is either 1 or 0.

It was shown in [BR] that the Auslander-Reiten translation τ in modB induces an equivalence from
the stable syzygy category CMPB to the stable cosyzygy category CMIB. In our geometric model the
same checkerboard polygon describes both categories. To switch to the cosyzygies, it suffices to apply the
Nakayama functor ν which replaces the projectives with injectives.
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Corollary 1.8. (Corollary 8.5) The following diagram commutes.

CMPB
τ // CMIB

Diag(S)

cok fγ

OO

1 // Diag(S)

ker νfγ

OO

The proofs of the above corollaries do not depend on the additional assumption of Theorem 1.2 and will
therefore generalize to the setting of Conjecture 1.1.

We also classify all checkerboard patterns up to the decagon in Example 9.2. The decagon admits 17
different checkerboard patterns up to symmetry.

A few words about the proof. The key ingredient in most of our arguments is an explicit definition of the
morphism fγ in terms of certain paths in the quiver, which we call valid paths and whose definition involves the
checkerboard pattern. This provides a complete description of not just the modules but also the morphisms
in the projective resolution of the syzygies. It would also be useful to have a more conceptual definition of
fγ , but we have not found one so far. Let us point out that, in general, fγ : P1(γ) → P0(γ) is not simply a
generic map, and the knowledge of P0(γ) and P1(γ) does not determine fγ in this way.

The first part of the proof is to show that our category of 2-diagonals Diag(S) gives a subcategory of
the syzygy category. The second step is then to show that we obtain every syzygy in this way, which may
actually come as a surprise, since the algebra is wild in general. For this we show that Diag(S) gives a
finite component of the Auslander-Reiten quiver of CMPB by explicitly constructing the Auslander-Reiten
triangles. In addition, the argument requires a detailed analysis of the endomorphisms of the indecomposable
syzygies Mγ .

Related work. For the very special class of cluster-tilted algebras of finite representation type, the syzygy
categories were studied before by Chen, Geng and Lu in [CGL], where they gave a classification of the syzygy
categories of these algebras. In particular, they show that the components of CMPB are equivalent to the
stable categories of the self-injective algebras Λn. Their procedure involves a case by case analysis that uses
a classification of the derived equivalence classes of cluster-tilted algebras of Dynkin type in [BHL, BHL2].
Later Lu extended these results to simple polygon-tree algebras [L]. One of the ingredients of the proof is
successive mutation at vertices of the exterior cycles and reduction to a cluster-tilted algebra of Dynkin type
D. These algebras are special cases of those included in Conjecture 1.1 and the results provide evidence for
the conjecture. The above results determine only the type of the syzygy category but do not describe the
objects or the morphisms.

Garcia-Elsener and the first author have described the syzygy category of cluster-tilted algebras of type
D in terms of arcs in a once-punctured polygon in [GES].

For gentle algebras, the singularity categories have been described by Kalck in [K] using m-cluster cate-
gories of type A1. In our setting the algebra is gentle if and only if the quiver has a unique chordless cycle.
This has been extended to skew-gentle algebras by Chen and Lu in [CL]. For further results on singularity
categories of finite dimensional algebras see [C, C2, CDZ, LZ, Sh].

Future directions. In a forthcoming paper [SS], we prove Conjecture 1.1 in full generality. In a different
paper, we will describe the connection to dimer algebras, where we will show how to embed our checkerboard
polygon in an alternating strand diagram of the dimer model, see Example 3.8.

Furthermore, it will be interesting to see if we can relax the conditions on the quiver such as allowing
the dual graph to be disconnected or to contain cycles, see Remark 3.5. Other future directions include
the behavior of the checkerboard polygon under mutations, a description of the syzygies in terms of their
composition factors, and the question of τ -rigidity of the indecomposable syzygies.

Acknowledgements: We thank Alastair King and Matthew Pressland for interesting discussions on the
connection to dimer algebras, as well as an anonymous referee for pointing us to the paper [Bo].

2. Preliminaries

Let k be an algebraically closed field. If A is a finite-dimensional k-algebra, we denote by modA the
category of finitely generated right A-modules. Let D denote the standard duality D = Hom(−,k). If QA is
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the ordinary quiver of the algebra A, and i is a vertex of QA, we denote by P (i), I(i), S(i) the corresponding
indecomposable projective, injective, simple A-module, respectively. We let pdM , idM denote the projective
dimension, respectively the injective dimension of the A-module M .

A loop in a quiver Q is an arrow that starts and ends at the same vertex. Two arrows are called parallel
if they share the same starting point and the same endpoint. An oriented cycle in Q is a path that starts
and ends at the same vertex. Thus a loop is an oriented cycle of length 1. A 2-cycle is an oriented cycle of
length 2.

For further information about representation theory and quivers we refer to [ASS, S2].

2.1. 2-Calabi-Yau tilted algebras. A k-linear triangulated category C with split idempotent and finite-
dimensional Hom spaces is said to be 2-Calabi-Yau if DExt1

C(X,Y ) ∼= Ext1
C(Y,X), for all objects X,Y ∈ C.

Let C be a 2CY category. A basic object T in C is called a cluster-tilting object if addT = {X ∈ C |
Ext1

C(X,T ) = 0}. The endomorphism algebra B = EndCT of a cluster-tilting object T is called a 2-Calabi-
Yau tilted algebra. These algebras are a far reaching generalization of cluster-tilted algebra and have been
studied extensively. For example, every finite dimensional Jacobian k-algebra B in the sense of [DWZ] is
2-Calabi-Yau tilted, because the associated generalized cluster category CB contains a cluster-tilting object
T whose endomorphism algebra is B, see [Am]. On the other hand, not every 2-Calabi-Yau tilted algebra is
a Jacobian algebra, see [L].

Let us highlight the following result by Keller and Reiten. Recall that a k-algebra A is said to be
Gorenstein of dimension d if pdDA = idA = d <∞.

Theorem 2.1. Every 2-Calabi-Yau tilted algebra is Gorenstein of dimension at most 1.

For further results about 2-Calabi-Yau tilted algebras, we refer to the surveys [As, R].

2.2. Cohen-Macauley modules over 2-Calabi-Yau tilted algebras. From now on, let B be a 2-Calabi-
Yau tilted algebra. A B-module M is said to be projectively Cohen-Macauley if ExtiB(M,B) = 0 for all
i > 0. In other words, M has no extensions with projective modules. Dually, a B-module N is said to be
injectively Cohen-Macauley if ExtiB(B,N) = 0 for all i > 0.

We denote by CMPB and CMIB the full subcategories of modB whose objects are the projectively
Cohen-Macauley modules or the injectively Cohen-Macauley modules, respectively. Both categories are
Frobenius categories. The projective-injective objects in CMPB are are precisely the projective B-modules,
whereas the projective-injective objects in CMIB are precisely the injective B-modules. The corresponding
stable categories CMPB and CMIB are triangulated categories. The syzygy operator Ω in modB is the
inverse shift in CMPB, and the cosyzygy operator Ω−1 in modB is the shift in CMIB.

The Auslander-Reiten translations induce quasi-inverse triangle equivalences [BR, Chapter X]

(2.1) τ : CMPB → CMIB τ−1 : CMIB → CMPB.

Moreover, by Buchweitz’s theorem [Bu, Theorem 4.4.1], there exists a triangle equivalence between CMPB
and the singularity category Db(B)/Dbperf (B) of B. Keller and Reiten showed in [KR] that the category

CMPB is 3-Calabi-Yau. The following result was proved in [GES].

Theorem 2.2. Let M be an indecomposable module over a 2-Calabi-Yau tilted algebra B. Then the following
are equivalent.

(a) M is a non-projective syzygy;
(b) M ∈ ind CMPB;
(c) Ω2

BτBM
∼= M .

We may therefore use the terminology “syzygy” and “Cohen-Macauley module” interchangeably.
For convenience of the reader, we give a proof of the following fact.

Proposition 2.3. The category CMPB is closed under extensions.

Proof. Let 0 // L // M // N // 0 be a short exact sequence in modB with L,N ∈ CMPB.
Applying the functor HomB(−, B) yields an exact sequence

· · · // ExtiB(N,B) // ExtiB(M,B) // ExtiB(L,B) // . . .
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a

b

c

b

x

y

z

γ′′

γ

γ′

Figure 2. γ′ is the 2-pivot of γ fixing the endpoint a and γ′′ is the 2-pivot of γ fixing the
endpoint b.

for every i ≥ 1. Now ExtiB(N,B) = ExtiB(L,B) = 0, because N and L are Cohen-Macauley modules. Thus
ExtiB(M,B) = 0, and hence M ∈ CMPB. �

Corollary 2.4. Let M ∈ CMPB. Then M is rigid in CMPB if and only if M is rigid in modB. �

2.3. Translation quivers and mesh categories. We review here the notions of translation quiver and
mesh category from [Ri, Ha]. These notions are often used in order to define a category from combinatorial
data. Examples of such constructions are the combinatorial constructions of cluster categories of finite type
in [BM, BM2, CCS, S1].

A translation quiver (Γ, τ) is a quiver Γ = (Γ0,Γ1) without loops together with an injective map τ : Γ′0 →
Γ0 (the translation) from a subset Γ′0 of Γ0 to Γ0 such that, for all vertices x ∈ Γ′0, y ∈ Γ0, the number
of arrows from y → x is equal to the number of arrows from τx → y. Given a translation quiver (Γ, τ), a
polarization of Γ is an injective map σ : Γ′1 → Γ1, where Γ′1 is the set of all arrows α : y → x with x ∈ Γ′0,
such that σ(α) : τx → y for every arrow α : y → x ∈ Γ1. From now on we assume that Γ has no multiple
arrows. In that case, there is a unique polarization of Γ.

The path category of a translation quiver (Γ, τ) is the category whose objects are the vertices Γ0 of Γ,
and, given x, y ∈ Γ0, the k-vector space of morphisms from x to y is given by the k-vector space with basis
the set of all paths from x to y. The composition of morphisms is induced from the usual composition of
paths. The mesh ideal in the path category of Γ is the ideal generated by the mesh relations

mx =
∑
α:y→x

σ(α)α

for all x ∈ Γ′0.
The mesh category of the translation quiver (Γ, τ) is the quotient of its path category by the mesh ideal.

2.4. The category of 2-diagonals of a polygon. Let S be a regular polygon with an even number of
vertices, say 2N . Let R be the automorphism of S given by a clockwise rotation about 180/N degrees. Thus
R2N is the identity.

Following Baur and Marsh, we define the category Diag(S) of 2-diagonals of S as follows. The indecom-
posable objects of Diag(S) are the 2-diagonals in S. Recall that a 2-diagonal is a diagonal of S connecting
two vertices such that the two polygons obtained by cutting S along the diagonal both have an even number
of vertices and at least 4. In particular, boundary segments are not 2-diagonals.

The irreducible morphisms of S are given by 2-pivots. We recall the definition below. An illustration is
given in Figure 2.

Definition 2.5. Let γ be a 2-diagonal in the checkerboard polygon S and denote its endpoints by a and
x. Denote by b the clockwise neighbor of a, and by c the clockwise neighbor of b on the the boundary of S.
At the other end, denote by y the clockwise neighbor of x, and by z the clockwise neighbor of y on the the
boundary of S.

Unless a and z are neighbors on the boundary, the 2-diagonal γ′ connecting a and z is called the 2-pivot
of γ fixing the endpoint a.

Unless c and x are neighbors on the boundary, the 2-diagonal γ′′ connecting c and x is called the 2-pivot
of γ fixing the endpoint x.
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Let Γ be the quiver whose vertices is the set of 2-diagonals in S, and there is an arrow from the 2-diagonal
γ to the 2-diagonal γ′ precisely if γ′ is obtained from γ by a 2-pivot. Then the pair (Γ, R−2) is a translation
quiver.

Definition 2.6. [BM] The category Diag(S) of 2-diagonals in the polygon S is the mesh category of the
translation quiver (Γ, R−2).

2.5. The 2-cluster category of type A. In this subsection, let H be the path algebra of a Dynkin quiver
of type Ar. Let C2 denote the 2-cluster category of type Ar. This category is defined as the orbit category of
the bounded derived category Db(modH) by the functor τ−1

D [2]. Here τD is the Auslander-Reiten translation
and [2] = [1] ◦ [1] is the second power of the shift functor in the derived category. Thus

C2 = Db(modH)/τ−1
D [2].

This category was introduced in [K, T], and was studied in [BRT, IY, Tor].

Theorem 2.7. [BM] Let S be a polygon with 2N vertices. Then the category Diag(S) is equivalent to the
2-cluster category of type AN−2.

Under this equivalence each 2-diagonal of S corresponds to an indecomposable object in C2. Moreover,
there exists a nontrivial extension between two indecomposable objects in C2 if and only if the corresponding
2-diagonals cross. And the maximal sets of non-crossing 2-diagonals, or quadrangulations, correspond to the
cluster-tilting objects in C2.

In particular, since every indecomposable object in C2 is rigid, we have the following.

Corollary 2.8. Every 2-diagonal is a rigid object in the category Diag(S).

Remark 2.9. Baur and Marsh actually proved more generally that the category of m-diagonals is equivalent
to the m-cluster category of type A.

3. Construction and properties of the checkerboard polygon

3.1. The construction. In this section, we define dimer tree algebras as a class of 2-Cababi-Yau tilted
algebras by imposing restrictions on the quiver and specifying the potential. We start by constructing a
checkerboard polygon S from the quiver Q in three steps. First, we associate the dual graph G to Q, then

we construct the twisted completed dual graph G̃ from G, and finally we obtain the checkerboard polygon

S as the medial graph of G̃. The smallest example of the construction is given below. The definition of the
algebra B is given at the end of this subsection, because in order to define the signs of the terms of the
potential, we first need to introduce a distance function on the dual graph.

Example 3.1.

2

��
1

@@

3oo

· ·

·

·

·

· ·

· · ·

·

1

3

2

Q G G̃ S

A larger example is given in subsection 3.2.
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3.1.1. The quiver Q. A chordless cycle in a quiver Q is a cyclic path C = x0 → x1 → · · · → xt → x0 such
that xi 6= xj if i 6= j and the full subquiver on vertices x0, x1, . . . , xt is equal to C. The arrows that lie in
exactly one chordless cycle will be called boundary arrows and those that lie in two or more chordless cycles
interior arrows of Q.

Definition 3.2. The dual graph G of Q is defined as follows. The set of vertices G0 is the union of the set
of chordless cycles of Q and the set of boundary arrows of Q. The set of edges G1 is the union of two sets

called the set of trunk edges and the set of leaf branches. A trunk edge C
α

C ′ is drawn between any

pair of chordless cycles (C,C ′) that share an arrow α. A leaf branch C
α

α is drawn between any pair
(C,α) where C is a chordless cycle and α is a boundary arrow such that α is contained in C.

Definition 3.3 (The quiver). Throughout the paper, we let Q be a finite connected quiver without loops
and 2-cycles satisfying the following conditions.

(Q1) Every arrow of Q lies in at least one chordless cycle.
(Q2) The dual graph of Q is a tree.

The following properties follow easily from the definition.

Proposition 3.4. Let Q be a quiver satisfying Definition 3.3.

(1) Q has no parallel arrows.
(2) Q is planar.
(3) For all arrows α of Q,

(a) either α lies in exactly one chordless cycle,
(b) or α lies in exactly two chordless cycles.

(4) Any two chordless cycles in Q share at most one arrow.

Proof. (1) Suppose α, β are parallel arrows in Q and let C be a chordless cycle containing α. Then the full
subquiver on the vertices of C also contains β, so it does not equal C, a contradiction.

(2) Let G be the dual graph of Q. Since G is a tree, there is a planar embedding of G. With respect
to this planar embedding, we can reconstruct the quiver as follows. We get a subdivision of the plane into
unbounded regions by extending the leaves of G to infinity. Each region corresponds to a vertex in Q. Each
edge in G corresponds to an arrow connecting the vertices of the two adjacent regions. This gives a planar
embedding of Q.

(3) If an arrow α lies in three (or more) chordless cycles C1, C2, C3 then α gives rise to the following three

edges C1 C2 C3 C1 in G, contradicting that G is a tree.

(4) If two chordless cycles share two arrows, then there would be two edges between the corresponding
vertices in G contradicting (Q2). �

Remark 3.5. We could relax Condition (Q2) and allow G = G′
∐
G′′ to be a disjoint union of trees that corre-

spond to disjoint subquivers Q′, Q′′ each satisfying Definition 3.3, and there is exactly one arrow from one to
the other and this arrow is not contained in a relation. In that case the algebra is a triangular matrix algebra
and using [Z, Theorem 3.3] together with [CGL, Lemma 3.7] we get that CMPB = CMPB′

∐
CMPB′′. In

particular, we can relax conditions on the quiver by allowing arrows α on which there are no relations such
that Q \ {α} is disconnected.

The condition that the tree G has no cycles seems more serious. If G were allowed to have cycles our
construction would not yield a polygon but a more complicated surface. It is an interesting question if the
results and conjectures of this paper generalize to that setting.

3.1.2. The twisted completed dual graph G̃. If Q has exactly one chordless cycle the twisted dual graph G̃ is
defined to be the dual graph G. Suppose now that Q has at least two chordless cycles. Then there exists
a chordless cycle C0 that is connected to exactly one other chordless cycle C1. We are going to twist the
graph G at every trunk edge in the following way.

We label the chordless cycles C0, C1, C2, . . . , Cs in such a way that the length d(i) of the unique path from
C0 to Ci in G satisfies the condition d(i) < d(j) if i < j.

To construct G̃, we start with G and twist at the edge C0
α

C1 , meaning that we keep the connected

component of G \ α that contains C0, flip the other component and reconnect the two components via α.
Call the result G1. An example is given below.
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· · ·

· C0
α

C1 · ·
twist along α//

·

· ·

· C0
α

C1 · ·

· ·
Recursively, the graph Gi is the twist of the graph Gi−1 along the last edge on the unique path from C0 to
Ci. After s steps, we have twisted once along every trunk edge of G and we obtain the graph Gs.

To define the graph G̃, we complete the graph Gs as follows. For every pair of neighboring leave vertices
α, β in Gs

• we add an edge α β , if the resulting face has an even number of edges; or

• we add a new vertex x and two edges α x , x β , otherwise.

An example is shown below.

α β

• • • •

completes to
−→

α β

• • • •

α β

• • •

completes to
−→

α x β

• • •

Note that in both cases the vertices α, β of G̃ lie in a face that has an even number of vertices. Moreover

G̃0 = G0 ∪ {completion vertices} and G̃1 = G1 ∪ {completion edges}.

We denote by G̃2 the set of bounded faces of G̃. By construction, every face in G̃2 has an even number (≥ 4)
of edges and at least one and at most two of them are completion edges.

3.1.3. The checkerboard polygon S. Recall that the medial graph M(H) of a planar graph H is defined as the
graph that has one vertex for each edge of H, and two vertices are connected in M(H) if the corresponding
edges in H are consecutive in one of the faces of H.

The checkerboard polygon S is obtained from the medial graph of G̃ by adding one edge for every leaf
vertex of G. The faces of S come in two types: faces that surround a vertex of G and faces that sit inside a

face of G̃. We think of S as a polygon with checkerboard pattern where the shaded regions are those coming
from vertices in G, thus from the chordless cycles and the boundary arrows in Q.

Remark 3.6. If we started with the opposite quiver we would obtain the same checkerboard polygon. To
fix orientations, we shall always assume that the first chordless cycle C0 of the quiver Q corresponds to
running around the associated shaded region of the polygon S in counterclockwise direction. Then the other
chordless cycles in the quiver also correspond to the counterclockwise direction in their respective shaded
regions, since we use the twisted dual graph. Indeed, in the quiver, the orientation of the chordless cycles
alternates between clockwise and counterclockwise, and when twisting the dual graph all chordless cycles
acquire the counterclockwise orientation.

The interior vertices of S correspond to arrows in Q, and every interior vertex has degree four. An edge in
S may connect two interior vertices, or an interior vertex and a boundary vertex, or two boundary vertices.

An edge in S that connects two interior vertices α, β carries the label i, where i is the unique vertex in Q
that is shared by the two arrows α and β.

Every shaded boundary region in S contains precisely one boundary edge as well as two interior edges that
meet at an interior vertex α. The two interior edges are labeled by the starting vertex s(α) and the terminal
vertex t(α) of the arrow α in Q such that, when running around the shaded region in counterclockwise order,
we go along s(α) towards α and along t(α) away from α. The boundary edges in S are not labeled.
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3.1.4. The algebra B. We are now ready to define the algebra we are going to study.

Definition 3.7. Let Q be quiver satisfying the conditions of Definition 3.3 and let W be the potential
W =

∑t
i=0(−1)d(i)Ci. Then the Jacobian algebra over k of (Q,W ) is called a dimer tree algebra.

We are going to show in subsection 3.4 that every cyclic path in Q is zero in B and that any two nonzero
parallel paths in Q are equal. In particular, this implies that dimer tree algebras are finite-dimensional and
thus 2-Calabi-Yau tilted.

3.2. Example. Let Q be the quiver below. It has 5 chordless cycles and 8 boundary arrows. We have
labeled the arrows in red.

1
1 // 2

2 // 3 4
3oo

5
6

//
��

4

6

α

__

��

β

7//
7 8

//

δ

__

��

ε

8

5

OO

Its dual graph G below has 5 trunk vertices labeled C0, . . . , C4 which correspond to the 5 chordless cycles
in Q. It also has 8 leaf vertices labeled in red which correspond to the boundary arrows in Q.

1 2 3

4 C0 C1 C2 C3 C4 5

6 7 8

The twisted completed dual graph G̃ is shown below. Note that the vertices 1 and 2 are now at the
bottom because they have been involved in an odd number twist operations, while the vertices 3,7, and 8
have not changed position, since they have been involved in an even number of twists. The completion step
has introduced 4 completion vertices marked by a dot in the figure below and 12 completion edges which
create 8 bounded faces.

· 3 ·

4 C0 C1 C2 C3 C4 5

· 6 1 7 2 8 ·
The polygon S is shown below. The medial graph of G̃ is drawn in blue and the 8 extra edges that come

from the 8 leaf vertices of G are drawn in red. The faces that correspond to a vertex of G are labeled by that
vertex as follows: the faces C0, . . . , C4 are labeled in black and the faces corresponding to the leaf vertices
1, 2, . . . 8 are labeled in red. The interior vertices of S correspond to arrows in Q. We have labeled only those
vertices that correspond to the interior arrows α, β, δ, ε, since the labels of the remaining interior vertices of
S are the same as the red labels of the adjacent boundary regions.

·
3

4

·

·

4

5

·
3

·

5·
1

C0 α

6

C1 β

2

C2 δ

7

C3 ε

3

C4 ·

4 8

·
1

·
65

5
·

21

1
·

76

6
·

32

2
·

87

7
·

4

· 6

6

· 1

2

· 7

7

· 2

3

· 8

8

·
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Each interior edge of S carries a blue label that corresponds to a vertex of Q. For example, the edge
connecting the vertices α and β in S is labeled by the vertex 6 of Q, since 6 is the common vertex of the
arrows α and β.

Moreover, the vertex shared by the faces labeled C0 and the red 6 corresponds to the arrow labeled 6 in
the quiver. This arrow shares the vertex 6 with the arrow α, so the label on the southeast edge of the face
C0 is labeled by a blue 6.

The polygon S with its checkerboard pattern is redrawn in Figure 3. The shaded regions are those labeled
by a vertex of G.

4

3 8

7

2

6

1

5

1

1

1

4

4

3

3

8

8

7

7

72 2

5

5

6

6

6
6

2

Figure 3. The checkerboard polygon in the example of Section 3.2. The diagonals shown
are called radical lines, they are labeled by the vertices of the quiver Q. The crossing points
of two radical lines represent an arrow in the quiver and the interior shaded regions represent
chordless cycles in Q. The boundary shaded regions correspond to the boundary arrows of
Q.

Conjecture 1.1 claims that the syzygy category CMPB is equivalent to the category of 2-diagonals. To
illustrate this, we compute the projective resolutions of the syzygies below.

Let γ denote the radical line ρ(4) in Figure 3. Note that γ crosses the radical lines ρ(3) and ρ(8). Then
γ represents the projective presentation

P (8)
fγ // P (3) // Mγ

// 0

and we see that Mγ = radP (4) = 3
7 . Thus the radical line γ = ρ(4) represents the projective presentation of

the radical of P (4). The map fγ factors through the syzygy ΩMγ = S(8) of Mγ whose projective presentation

P (4)
fRγ // P (8) // ΩMγ

// 0

is represented by the 2-diagonal Rγ where R is the clockwise rotation about the angle 2π/12. Notice that Rγ
crosses the radical lines ρ(8) and ρ(4) corresponding to the projective modules in the projective presentation.

We can continue this procedure and represent the projective presentation of the higher syzygies ΩiMγ by
the rotations Riγ of the diagonal γ. In particular, after 12 steps we come back to where we started because
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the polygon has 12 vertices. The complete projective resolution is shown below over two lines.

P (4) //

$$

P (5) //

$$

P (1) //

��

P (6) //

��

P (2)⊕ P (5) //

%%

P (1)⊕ P (7) //

3
7

99

4

::
5
6
7
8

AA

1
2
3

CC
6
7
8
4

;;
2 5
3 6
7
8

99

// P (3)⊕ P (6) //

$$

P (2)⊕ P (8) //

$$

P (7) //

��

P (4) //

��

P (8) //

%%

P (3)

##1 7
2 8

4
3

99

3 6
7
8

::

8
4 2
3

AA

7

CC

4
3

;;

8

99

3
7

This projective resolution corresponds to the rotation orbit of the diagonal ρ(4) in the polygon. This
orbit contains all the 2-diagonals that cut the polygon into a quadrilateral and a decagon. In the module
category of B this yields 12 indecomposable non-projective syzygies.

In the polygon, there is precisely one other orbit under the rotation and it contains all the 2-diagonals
that cut the polygon into a hexagon and an octagon. This orbit also yields 12 indecomposable syzygies.

The Auslander-Reiten quiver of the syzygy categories CMPB and CMPB are given below.

P (7)

!!

P (5)

  

P (4)

!!8
4 2
3

��

>>

1 7
2 8

4
3

��

// P (6) //
6
7
8
4

��

@@

5
6
7
8

��

3
7

��

==

4
3

��

// P (8) // 84 2
3

1 8
2 4
3

@@

��

7
8
4

CC

��

6
7
8

AA

��

5
6 3
77
8

AA

��

3

@@

��

2 4
3

AA

��
1
2 4
3

AA

��

8
4

@@

��

7
8

CC

��

// P (3) // 3 6
77
8

BB

��

5
6 3
7
8

@@

��

2
3

@@

��

1
2 4
3

4

@@

8

CC

7

AA

3 6
7
8

AA

  

2 5
3 6
7
8

@@

// P (1) // 12
3

AA

P (2)

==

8
4 2
3

��

1 7
2 8

4
3

��

6
7
8
4

��

5
6
7
8

��

3
7

��

4
3

��

8
4 2
3

1 8
2 4
3

@@

��

7
8
4

EE

��

6
7
8

DD

��

5
6 3
77
8

BB

��

3

BB

��

2 4
3

BB

��
1
2 4
3

BB

��

8
4

BB

��

7
8

EE

��

3 6
77
8

BB

��

5
6 3
7
8

AA

��

2
3

DD

��

1
2 4
3

4

@@

8

EE

7

DD

3 6
7
8

BB

2 5
3 6
7
8

BB

1
2
3

BB

Notice that the second syzygy Ω2 corresponds to the inverse Auslander-Reiten translation τ−1 in CMPB.
For example, Ω2 3

7 = 4
3 = τ−1 3

7 .

Example 3.8. The checkerboard polygon S from Figure 3 can be embedded into the alternating strand
diagram on a disc with the same number of boundary vertices shown in the left picture in Figure 4. The
orientation of the strands is such that the shaded regions are oriented while the white regions are alternating.
The corresponding dimer algebra on the disc is given by the quiver on the right in the same figure. Each
vertex represents a white region in the alternating strand diagram and two regions are connected by an arrow
if they share a crossing point.
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4

8

7

3

62

1

5

9

10

11

12

13

1415

16

17

18

19

20

20

��

9oo

!!
19

==

}}

4

OO

!!

10oo

18

!!

3

aa ==

����

8 //

��

11

aa

��
17

OO

��

5oo

==

7

hh

��

12

aa

16 // 1

OO

// 2

OO

��

6oo

==

13

==

}}
15

hh

// 14

OO

Figure 4. An alternating strand diagram that contains the checkerboard polygon of Fig-
ure 3 and its corresponding quiver.

The full subquiver on the vertices 1, 2, . . . , 8 is equal to the twisted quiver Q̃ of Q in the sense of Bocklandt
[Bo]. The vertices 9, 10, . . . 20 are frozen vertices. This quiver gives a seed for a cluster algebra associated

to a certain positroid variety in the Grassmannian Gr(5, 12). The dual graph of Q̃ is equal to the twist of
the dual graph of Q.

Thus the checkerboard polygon models the syzygy category of the Jacobian algebra of Q and at the same

time it models a seed in the cluster algebra of the twisted quiver Q̃.

3.3. Properties of S. We have already observed that the interior vertices of the checkerboard polygon
S correspond to arrows in the quiver Q, and the shaded regions in S correspond to chordless cycles and
boundary arrows in Q.

Lemma 3.9. Let α be an interior vertex of S and let βi, i = 1, 2, 3, 4 be the four vertices connected to α in
clockwise order. Denote by xi the label of the edge α—βi in S. Then xi = xi+2 and xi 6= xi+1, where the
addition in the indices is modulo 4. Thus the opposite edges carry the same label.

Proof. The vertex α corresponds to an arrow in Q and the four labels xi must be taken from the endpoints
s(α), t(α) of α in Q. Consider a pair of consecutive edges α—βi, α—βi+1 that are part of the same shaded
region in S. Assume first that this shaded region has no side on the boundary of S. Then the region
corresponds to a chordless cycle C of Q and the three arrows βi, α, βi+1 form a subpath of C. In particular,
the arrows βi, α have the starting vertex s(α) of α in common, while the arrows α, βi+1 share the terminal
vertex t(α) of α. Thus xi = s(α) and xi+1 = t(α). Now assume that the shaded region is labeled by a
boundary vertex of Q. Then we also have xi = s(α) and xi+1 = t(α), by definition of the labeling. Because
of the checkerboard pattern, the same argument shows that xi+2 = s(α) and xi+3 = t(α). Moreover, since
the quiver Q does not contain any loops, we have xi 6= xi + 1. �

Definition 3.10. The piecewise linear curve ρ(i) given as the union of edges in S that carry the label i
will be called the radical line of the vertex i ∈ Q0. The polygon S together with the system of radical lines
{ρ(i) | i ∈ Q0} will be called the checkerboard polygon of Q.

Remark 3.11. We shall show in Proposition 4.22 that ρ(i) corresponds to the radical of the projective P (i)
at vertex i.

It follows from Lemma 3.9 that ρ(i) is connected and starts and ends at the boundary of S. Since G is a
tree, we also know that ρ(i) does not intersect itself. It is always possible and often convenient to draw ρ(i)
as a smooth curve. Sometimes, we can draw ρ(i) as a straight line segment, see for example Figure 3.
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3.3.1. White regions.

Lemma 3.12. (a) Every white region in S has an even number of edges with distinct labels, and either
exactly one boundary vertex or two boundary vertices connected by a boundary edge.

(b) Every boundary vertex in S is incident to exactly one white region and one or two shaded regions.
(c) Every boundary vertex in S is incident to at least one and at most two radical lines.

Proof. (a) By construction, the faces in G̃ have an even number of edges, hence the white regions have an
even number of vertices, thus edges. The edge labels are distinct because of Lemma 3.9 and since G is a
tree. The fact that G is a tree also implies that the white region has at least one vertex on the boundary.
Moreover, it has exactly two boundary vertices connected by a boundary edge precisely if it comes from a

face of G̃ which has a completion vertex.
(b) The shaded boundary regions correspond to boundary arrows in Q and the two boundary vertices of

a shaded boundary region correspond to the endpoint of that arrow. In particular, every shaded region has
exactly two boundary vertices. This implies that every boundary vertex x is incident to exactly one white
region W . Moreover, if x is the only boundary vertex of W then x is incident to two shaded regions and if
W contains a second boundary vertex then x is incident to only one shaded region.

Part (c) follows directly from (b). �

Lemma 3.13. Let W be a white region in S, with interior edges labeled i1, i2, . . . , it starting at the boundary
and going around W in the clockwise direction.

(a) There is a unique path c(W ) = αi1αi2 · · ·αit−1
in Q and a corresponding sequence of distinct chordless

cycle C1, C2, . . . , Ct−2 in Q such that αij is an arrow ij → ij+1 and αijαij+1 is a subpath of Cj =
αijαij+1C

′
j.

(b) There are two unique paths v1(W ) = C ′t−2C
′
t−4 · · ·C ′a and v2(W ) = C ′t−3C

′
t−5 · · ·C ′b with a = 1, b = 2

if t is odd, and a = 2, b = 1 if t is even.
(c) The full subquiver Q(W ) of Q whose vertices are those visited by c(W ), v1(W ), or v2(W ) is the quiver

given by the union of the cycles C1, ..., Ct−2, and this quiver is equal to the full subquiver generated
by c(W ) if and only if all Ci are 3-cycles.

Proof. (a) Every edge ij in the sequence bounds W on one side and a shaded region, hence a chordless
cycle C, on the other side. The vertices αi2 , . . . , αit−2

of W correspond to arrows in Q that lie in ex-
actly two chordless cycles in Q. Say αij lies in the chordless cycles Cj−1 and Cj . Then the sequence
C1, αi2 , C2, αi3 , . . . , αit−2 , Ct−2 defines a path in the trunk of G. In particular, Cj 6= C`, since G is a tree.

(b) We need to show that the paths are well-defined. Since Cj = αijαij+1
C ′j is a cycle starting at ij , and

the arrow αij+1
ends at ij+2, we see that C ′j is a path from ij+2 to ij . Therefore the terminal point C ′j+2 is

the starting point of C ′j .
(c) By definition the vertices of Q(W ) are precisely those in the cycles, and the path c(W ) visits all of

them if and only if every C ′j is a single arrow, or, equivalently, if Cj is a three cycle. Moreover, each arrow
contained in the cycles also lies in one of the paths c(W ), v1(W ) or v2(W ). There are no other arrows in
Q(W ) because the dual graph of Q is a tree. �

Definition 3.14. Let W be a white region. The path c(W ) is called the cycle path of W and the paths
vi(W ) are called the maximal valid paths of W .

Remark 3.15. The cycle path c(W ) goes clockwise around the white region W while the valid paths vi(W )
go counterclockwise.

Example 3.16. In the example in Section 3.2, there are 8 white regions. The corresponding paths are listed
below, starting with the large white region and going clockwise around the polygon shown in Figure 3.
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1 2 3 4
3oo

5
��

4

6

α
^^

��
β

7

δ
^^

��
ε

3 4
3oo

8

5

OO 4

7
8
// 8

5

OO 2
2 // 3

7
8
//

��
ε

8

2
2 // 3

6 7//
7

δ
^^ 1

1 // 2

6
��
β

7//
7

1
1 // 2

5
6
// 6

α
^^ 1

4
��
5

6
// 6

The corresponding maximal valid paths are

1
1 // 2

2 // 3 4

5
6 // 6

7 // 7
8 // 8

5

OO 3

ε
��

4

7
8 // 8

3

5
��

4
3oo

7 8

2 3 4
3oo

7

α
^^

8

5

OO

2

β
��

3

ε
��

6 7

1 2

6

δ
^^

7

δ
^^ 1

4
��

2

β
��

5 6

1

5 6

α
^^

Proposition 3.17. There is a bijection

ϕ : {white regions in S} −→ {boundary arrows in Q}
W 7−→ first arrow in c(W )

given by mapping the white region W to the first arrow of its cycle path c(W ). Moreover, W has exactly two
vertices on the boundary of S, if c(W ) is of even length, and W has exactly one vertex on the boundary,
otherwise.

Proof. Notice first that the map ϕ is well-defined by Lemma 3.13.
Every boundary arrow α of Q determines a unique shaded region at the boundary of S which in turn

is adjacent to precisely two white regions W1 and W2. For one of them, say W1, the arrow α is the initial
arrow in the path c(W1), thus α = ϕ(W1) and φ is surjective. On the other hand, α is the terminal arrow in
c(W2) which shows that ϕ is injective.

It remains to show the statement on the number of boundary vertices in W . If the path c(W ) has even
length then it goes through an odd number of vertices, and thus W has an odd number of edges in the
interior of S. Similarly, if c(W ) has odd length then W has an even number of edges in the interior of S.
Now the statement follows from Lemma 3.12. �

Thanks to Proposition 3.17 we can label the cycle paths by the boundary arrows of the quiver. Part (a)
of the following definition is a reformulation adapted to this point of view.

Definition 3.18. Let α be a boundary arrow in Q.

(a) The cycle path of α is the unique path c(α) = α1α2 · · ·α`(α) such that
(i) α1 = α and α`(α) are boundary arrows, and α2, . . . , α`(α)−1 are interior arrows,

(ii) every subpath of length two αiαi+1, is a subpath of a chordless cycle Ci, and Ci 6= Cj if i 6= j.
(b) The weight wt(α) of α is defined as

wt(α) =

{
1 if the length of c(α) is odd;
2 if the length of c(α) is even.

The proposition yields the following important formula for the size of the polygon.

Corollary 3.19. The number of boundary edges in S is equal to∑
α

wt(α),

where the sum is over all boundary arrows of Q.
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Proof. Each of the boundary edges in the shaded regions of S corresponds to a unique boundary arrow in Q.
According to the proposition, each boundary in a white region corresponds to a unique boundary arrow α
in Q whose cycle path c(α) is of even length. Now the result follows from the definition of the weight wt(α)
of α. �

Example 3.20. In our running example, there are 8 boundary arrows and their white region paths are listed
in Example 3.16. We have wt(α) = 2 for the arrows α = 3, 5, 8, 4, and wt(α) = 1 for the arrows α = 2, 7, 1, 6.
Thus Corollary 3.19 implies that the polygon has 12 sides.

Lemma 3.21. The number of boundary vertices of S is even and at least 6.

Proof. Let m be the number of boundary vertices of S. By construction, m is the number of boundary edges

in G̃, and we use induction on the number of faces in G̃. Since Q has at least one chordless cycle, which is

at least of length 3, the smallest possible case is the one shown in Example 3.1. Thus m ≥ 6 and G̃ has at
least 3 faces.

Choose a face of G̃. Let 2a be the number of edges of the chosen face, and denote by b the number of

its edges that lie on the boundary of G̃. When we remove that face from G̃, the difference in the number of

boundary edges between G̃ and the resulting graph is −b+ (2a− b) = 2(a− b) which is even, so the parity
is preserved. This shows that m is even. �

3.3.2. Radical lines and 2-diagonals.

Lemma 3.22. The radical lines ρ(i) and ρ(j) cross if and only if there is an arrow i→ j or j → i in Q.

Proof. If ρ(i) and ρ(j) cross then there is an interior vertex α in S that lies on both ρ(i) and ρ(j). Thus α

corresponds to an arrow in Q that connects i and j. Conversely, if i
α // j is an arrow in Q then there is

an interior vertex α in S which is of degree 4. By Lemma 3.9, α lies on both ρ(i) and ρ(j). �

Corollary 3.23. There is an even number of boundary arrows α in Q whose white region path w(α) is of
odd length.

Proof. This follows from Corollary 3.19 and Lemma 3.22. �

Recall that a 2-diagonal in a polygon is (the homotopy class of) a diagonal such that the dissection of
the polygon along this diagonal consists of two polygons each with an even number of sides.

Lemma 3.24. Each radical line ρ(x) is a 2-diagonal in S.

Proof. We proceed by induction on n, the number of vertices in Q. If n = 3, we are done by Example 3.1.
Suppose that n ≥ 4. We consider two cases.

(a) Suppose first there exists a boundary arrow i
β // j and such that the unique chordless cycle

containing β is of length at least 4 and there are no interior arrows at i or j. In this situation, we define a
new quiver Q′ by contracting the arrow β, meaning that we identify the vertices i and j and remove β, see
below.

Q

i

β

��

h
αoo

j
γ
// k

−→ Q′

h
α

yy
ij

γ %%
k

At the level of G̃, the edge β bounds two faces F1, F2. Since α and γ are boundary arrows in Q, both Fi
have 4 vertices one of which, say vi, is a completion vertex, i = 1, 2. The graph G̃′ can be obtained from G̃
by removing the edge β together with the two boundary edges incident to it, and identifying the vertices v1
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and v2, see below.

G̃

v1 •
α

•
β
•
γ

v2 •

−→ G̃′

•
α

v1v2 •
γ

•

At the level of S, the vertex β is the crossing point of the radical lines ρ(i) and ρ(j). The two shaded regions
at this crossing are a triangular boundary region on one side and an interior region with at least 4 sides
corresponding to the chordless cycle in Q that contains the arrow β. The two white regions at the crossing

are quadrilaterals coming from the faces F1, F2 of G̃. The vertex β is connected to the two vertices α and γ
because there are no interior arrows at i and j. Moreover α and γ are each a vertex of a triangular boundary
region, because they are boundary arrows in Q. The polygon S ′ can be obtained from S by removing the
shaded boundary region at β together with the two adjacent boundary edges, and replacing the two edges
β—α, β—γ with one edge α—γ and closing the white region with one edge on the boundary, see below.

β

j

i j

i

k kj

ih h
α

γ

ij

k kij

α

γ

ij
hh

−→ S ′S

Now consider the two polygons obtained by cutting S along the radical line ρ(x). If i = x or i = y then ρ(x)
is clearly a 2-diagonal and we are done. If x 6= i, j, then one of the two polygons is also obtained by cutting
S ′ along ρ(x). By induction, this polygon has an even number of boundary edges, and by Lemma 3.21, the
other polygon as well. This completes the proof in case (a).

(b) Suppose we are not in the situation of case (a). Then there exists a boundary arrow α : i → j that

lies in a unique 3-cycle C = i
α // j

β // k
γ

gg such that β is also a boundary arrow, and γ is an interior

arrow. We define a new quiver Q′ by removing the vertex j and its adjacent arrows α, β, see below.

Q

i
α

zz
j

β $$
k

γ

OO

−→ Q′

i

k

γ

OO

At the level of G̃, the cycle C is a vertex with 3 edges α, β, γ. The two edges α and β connect C to the
boundary vertices α and β, forming a quadrilateral with vertices C,α, β and a completion vertex w. The face
containing the edges α and γ has vertices C,α, v1, v2, . . ., where v1 may be a completion vertex. Similarly,
the face containing the edges β and γ has vertices C, β, u1, u2, . . . where u1 may be a completion vertex. In
order to illustrate both cases, assume that v1 is not a completion vertex and u1 is a completion vertex. Label
the two edges at u1 by e1 and e2.

G̃′ is obtained from G̃ by removing the vertices w, β and their adjacent edges, as well as identifying the

vertex C with the vertex u1, see below. Note that in G̃′, the vertex α is a completion vertex and the vertex
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u2 is not.

G̃

v1 v2

α
α

w C

β

γ
•

β

e1
u1 e2

u2

−→ G̃′

v1 v2

α
α

C
γ
•

u2

e2

Now consider S. The cycle C becomes a triangular shaded region with sides labeled i, j, k and vertices
α, β, γ. The adjacent white region towards the boundary is a quadrilateral with edge labels i, j, k and a

boundary edge that corresponds to the completion vertex w in G̃. The adjacent triangular shaded boundary
regions in S correspond to the arrows α and β, and the edge labels are shown in the figure below. The

vertices v1 and u2 are not completion vertices in G̃ and therefore give rise to shaded regions in S. On the

other hand, the vertex u1 is a completion vertex in G̃ and it does not yield a shaded region in S.
The polygon S ′ can be obtained from S by removing the three regions to the left of the radical line ρ(j)

together with the two edges adjacent to the vertex e1, as well as identifying the vertices β and e2, see below.

i

kk

γ −→ S ′

j

S

j

j

β

α
i

u2

v1

C

e1

e2

v1

k

j

i
C γ

u2
β

α

Now consider the two polygons obtained by cutting S along the radical line ρ(x) with x 6= j. If x 6= i, k
then one of these two polygons is also obtained by cutting S ′ along ρ(x). Using induction this completes the
proof as in case (a).

Now suppose x = i or x = k. Let A and B denote the two polygons in S obtained by cutting along
ρ(x) such that the shaded triangle C lies inside B. Similarly, let A′ and B′ denote the two polygons in S ′
obtained by cutting along ρ(x) such that the shaded triangle C lies inside B′. Then, if x = i, the polygon
A′ is obtained from A by removing the triangular shaded region on the boundary of S with labels α, i, j.
In particular, A and A′ have the same number of boundary edges. On the other hand, if x = k then A′ is
obtained from A by removing the triangular region at the boundary of S with labels β, k, j together with
the two edges incident to e1 and identifying the vertices β and e2. In particular, A has exactly two more
boundary edges than A′, so both have the same parity. By induction, the result follows as in case (a).
Finally, if x = j the result is obvious. �

3.3.3. Orientation of 2-diagonals. We now define an orientation on each 2-diagonal in the polygon S, which
will allow us later to give a direction to the crossing of two 2-diagonals.

The polygon S has an even number of boundary vertices, by Lemma 3.21. We give a sign to each boundary
vertex in such a way that the signs alternate along the boundary of S. There are exactly two ways of doing
this, and it does not matter which one we choose.

Then a 2-diagonal in S is the homotopy class of a line segment that connects two boundary vertices
of opposite sign. We orient each 2-diagonal in the direction from − to +. In particular, this defines an
orientation on the radical lines ρ(i) in the checkerboard pattern of S.

Lemma 3.25. Each region in the checkerboard pattern in S is bounded by a sequence of segments of oriented
radical lines, and possibly one boundary segment. For a shaded region these oriented segments form an
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oriented path bounding the region. For a white region, the orientation of the segments is alternating around
the region.

Proof. Every crossing point between two radical lines is incident to four regions and, locally, the opposite
regions have the same type of orientation (same direction or alternating) on their boundary segments.
Opposite regions also have the same color. Thus it suffices to show that shaded regions at the boundary of
S satisfy the statement. This however, is easy to see, since such a region has exactly three vertices, one that
is interior and two on the boundary of S, and the two boundary vertices have opposite signs. This implies
that the two segments of the radical lines that bound the region form an oriented path. �

Remark 3.26. The orientation of the radical lines in S is not related to and should not be confused with
the orientation of the arrows in the quiver. Every arrow in Q corresponds to an interior vertex in the
checkerboard pattern of S which is incident to exactly two shaded regions. The segments of the radical lines
go clockwise around one of these regions and counterclockwise around the other. Similarly, the segments
around a white region W have alternating orientation, while the path c(W ) associated to W in Lemma 3.13
is an oriented path in Q.

The orientation of the 2-diagonals allows us to define the degree of a crossing between a 2-diagonal and
a radical line as follows.

Definition 3.27. Let ρ(i) be a radical line in the checkerboard polygon S, and let γ be an arbitrary
2-diagonal that has a crossing with ρ(i). We define the degree of the crossing to be

0 if ρ(i) crosses γ from right to left;
1 if ρ(i) crosses γ from left to right.

3.4. Properties of dimer tree algebras. Let B be a dimer tree algebra. In this subsection, we give some
basic properties of the algebra. Throughout we use the notation w ∼ w′ to indicate that two parallel paths
w,w′ in Q are equal in B.

We start with a property of the quiver. Recall that Q comes with a fixed embedding in the plane. A
vertex of Q is called a boundary vertex if it is incident to the unique unbounded face Q.

Lemma 3.28. All vertices of Q are boundary vertices.

Proof. Suppose x ∈ Q0 is a vertex that is not a boundary vertex. Denote by C1, C2, . . . , Cs the faces of Q
that are incident to x in clockwise order. Then every Ci is a bounded face, hence a chordless cycle in Q.
Moreover every two consecutive faces Ci, Ci+1 share an arrow αi that is incident to x. This configuration

gives rise to a cycle C1
α1
C2

α2 · · ·
αs−1

Cs
αs
C1 in the dual graph G, which is a contradiction to condition

(Q2). �

Lemma 3.29. (a) If α1 is a boundary arrow and α1α2 · · ·αs is the unique chordless cycle containing α1

then the path α2 · · ·αs is zero in B.
(b) If α1 is an interior arrow and α1α2 · · ·αs and α1α

′
2 · · ·α′t are the two chordless cycles containing α1

then the paths α2 · · ·αs and α′2 · · ·α′t are equal in B.

Proof. This follows directly from the definition of the Jacobian ideal. Indeed, in case (a), the arrow α1 lies
in a unique chordless cycle, hence in a unique summand of the potential W , and thus the partial derivative
∂α1

W is exactly equal to the path α2 · · ·αs. In case (b), the arrow α1 lies in exactly two summands of W ,
and thus ∂α1

W is the difference of the two paths α2 · · ·αs and α′2 · · ·α′t. �

Proposition 3.30. Every cyclic path in Q is zero in B.

Proof. Let w be a cyclic path in Q. We proceed by induction on the length `(w) of w. Since Q is without
loops and 2-cycles, the base case is `(w) = 3. Thus suppose w = αβγ is a 3-cycle at vertex x in Q. If α is
a boundary arrow then Lemma 3.29 yields βγ = 0 and thus w = 0. Otherwise, α is contained in a unique
other 3-cycle w′ = αβ′γ′. Again using Lemma 3.29, we have βγ ∼ β′γ′ and thus w ∼ w′. Moreover, γ 6= γ′,
because x is a boundary vertex, by Lemma 3.24. Similarly, if γ′ is a boundary arrow, then αβ′ = 0 and
hence w ∼ w′ = 0 in B. Otherwise, γ′ is contained in a unique other 3-cycle w′′ = α′β′′γ′ and Lemma 3.29
implies w′′ ∼ w′ ∼ w. Moreover α′ 6= α because x is a boundary vertex of Q.
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Continuing this way, we either obtain a 3-cycle w(t) ∼ w such that w(t) contains a boundary arrow, and in
this case w = 0, or we obtain an unbounded number of arrows incident to the vertex x, which is impossible,
since Q is finite. This completes the proof for 3-cycles.

Now let w be a cycle of length `(w) greater than 3 and denote its start and terminal vertex by x. We may
assume that w does not contain a proper subcycle, that is, w does not visit the same vertex twice except for
x. In other words, the set of all vertices V (w) that lie on w has cardinality `(w).

Let G be the dual graph of Q, and G◦ be the graph obtained from G by removing the leaf vertices

(and their edges). Thus G◦ = (G◦0, G
◦
1) with G◦0 = {chordless cycles in Q} and G◦1 = { C α

C ′ |
the chordless cycles C,C ′ share the arrow α}.

Let R be the full subquiver of Q whose vertex set is V (w). In particular w is a cyclic path consisting of
boundary arrows in R. Note however, since we do not assume that w is chordless, the quiver R may have
arrows that do not lie on w. Let H◦ be the subgraph of G◦ associated to R. Since G is a tree, H◦ is a tree
as well, and we may choose a leaf vertex C in H◦. Thus C = α1α2 · · ·αt is a chordless cycle in R which
has at most one interior arrow, say α1, in R. We may choose C such that the starting point x of w does
not lie on the path α3 · · ·αt−1. Then the path α2 · · ·αt must be a subpath of w. Since α1 is an interior
arrow in R, there exists a unique other chordless cycle C ′ = α1α

′
2 · · ·α′s in R containing α1, and we have

α2 · · ·αt ∼ α′2 · · ·α′s. Let us point out here that the two paths have the same starting vertex and the same
terminal vertex, but they do not have any other vertex in common.

Now define w′ to be the path obtained from w by replacing α2 · · ·αt with α′2 · · ·α′s, and let V (w′) be the
set of all vertices on w′. Let y = t(α′2) ∈ V (w′). Since w′ is a path in R, and R is the subquiver of Q whose
vertices are V (w), we must have V (w′) ⊂ V (w). In particular, the vertex y is also a vertex on the path w.
Therefore, the path w′ must visit the vertex y at least twice, and thus w′ contains a proper subcycle w′′

which must be zero by induction. Hence w ∼ w′ = 0, and the proof is complete. �

Proposition 3.31. Any two nonzero parallel paths in Q are equal in B.

Proof. Let x, y ∈ Q0 and let v = α1α2 · · ·αs, w = β1β2 · · ·βt be two nonzero paths from x to y. Without
loss of generality, we may assume that v and w do not cross each other, because otherwise we would work
with the shorter parallel subpaths instead. We proceed by induction on max{`(v), `(w)} = max{s, t}. Since
there are no parallel arrows in Q, the base case for the induction is when s = t = 2. Then there exists a
path u from y to x such that uv is a chordless cycle. Since Q has no interior vertices, by Lemma 3.24, the
path u must be a single arrow. Similarly, there exists an arrow u′ from y to x such that uw is a chordless
cycle, and since Q has no parallel arrows we must have u = u′. Therefore v = w by Lemma 3.29.

Now suppose that one of s, t is at least 3. Let R be the full subquiver of Q whose vertex set is the set
of vertices visited by v or w. From our conditions of Q, we conclude that R is a planar graph, and each
of its faces is a chordless cycle. Moreover, since the paths v, w do not share a vertex other than x and y,
the arrows in the two paths v or w are boundary arrows in R and all other arrows in R are interior arrows.
Moreover, all vertices of R are boundary vertices. In particular, the vertex x is the starting point of two
boundary arrows α1 and β1.

We are going to show first that the number of chordless cycles in R that contain the vertex x is exactly
two. Indeed, since α1 and β1 both start at x, there must be at least two such chordless cycles. Suppose
there are more than two. Then there must be at least four and we denote the first three of them by

C1 = β1C
′
1γ1, C2 = ε1C

′
2γ1 C3 = ε1C

′
3γ2

see Figure 5. Let z1 = s(γ1), z2 = t(ε1) and z3 = s(γ2). Then all three vertices z1, z2, z3 are vertices of
the subquiver R and thus must lie on one of the two paths v, w. There are two possibilities; either all three
vertices lie on one of the paths or two vertices lie on one path and the third lies on the other. To reach
a contradiction, it suffices to show that neither v nor w can contain two of the vertices z1, z2, z3, and, by
symmetry and because the paths v, w do not cross each other, it suffices to show that w cannot contain z1

and z2.
Suppose the contrary. Then w must visit z1 before z2, because otherwise w would cross itself. Let w1 be

the subpath of w from t(β1) to z1, let w2 be the subpath from z1 to z2 and w3 the subpath from z2 to y, see
the left picture in Figure 5.

Then the path C ′2 must be an arrow, because otherwise it would run through an interior vertex, which is
impossible. In particular, the path ε1C

′
2 is shorter than w, and, by induction, we conclude that ε1C

′
2 ∼ β1w1,
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·
C′1

//
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·
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__
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Figure 5. Proof of Proposition 3.31

since both paths are from x to z1. Therefore we have w ∼ ε1C
′
2w2w3 = 0, by Proposition 3.30, since C ′2w2

is a cyclic path. This contradiction shows that the number of chordless cycles that contain the vertex x is
exactly two.

We now denote these two chordless cycles by

C1 = x
β1 // ·

C′1 // z1
γ1 // x and C2 = x

α1 // ·
C′2 // z1

γ1 // x ,

see the right hand side of Figure 5. The vertex z1 must lie on one of the paths v or w. Without loss of
generality, we assume that z1 lies on w, and we write

w = x
β1 // · w1 // z1

w2 // y and v = x
α1 // · v1 // y .

Then the path C ′2 must be an arrow, because otherwise it would go through an interior vertex, which is
impossible. In particular, we have the following inequalities on the lengths of subpaths `(α1C

′
2) < `(w),

`(C ′2w2) < `(w) , `(v1) < `(v), and, by induction, we conclude α1C
′
2 ∼ β1w1 and C ′2w2 ∼ v1. Consequently,

v = α1v1 ∼ α1C
′
2w2 ∼ β1w1w2 = w. �

An algebra is called schurian if dim Hom(P (i), P (j)) ≤ 1 for all vertices i, j of Q. With this terminology,
we have the following reformulation of Proposition 3.31.

Corollary 3.32. Every dimer tree algebra is schurian.

3.5. Some results toward the main conjecture. In this section we show a few results that hold in the
setting of Conjecture 1.1. We start by showing that two radical lines cross if and only if there is an extension
between the corresponding radicals.

Proposition 3.33. Let ρ(i) and ρ(j) be two radical lines in S. Then the following are equivalent.

(a) ρ(i) and ρ(j) cross;
(b) there is an arrow i→ j or and arrow j → i in the quiver Q;
(c) Ext1(radP (i), radP (j))⊕ Ext1(radP (j), radP (i)) 6= 0.

Proof. The equivalence of (a) and (b) was proved in Lemma 3.22. Suppose now (b) holds and let us assume
without loss of generality the arrow is j → i. Then we have the following commutative diagram with exact
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rows and columns,

0

��

0

��

0

��
0 // radP (i) //

��

X //

��

radP (j) //

��

0

0 // P (i) //

f

��

P (i)⊕ P (j) //

[ gi gj ]

��

P (j) //

h

��

0

0 // S(i) //

��

j
i

//

��

S(j) //

��

0

0 0 0

where f, gj and h are projective covers, the morphism [ gi gj ] is given by the horseshoe lemma and X =
ker [ gi gj ]. Since gj is a projective cover, we have X ∼= P (i)⊕ ker gj . Therefore the top row of the diagram

is a non-split short exact sequence, and thus Ext1(radP (j), radP (i)) is nonzero. Hence (c) holds.
Conversely, suppose that (c) holds and assume without loss of generality that the nonzero space is

Ext1(radP (j), radP (i)). Applying the functor Hom(radP (j),−) to the short exact sequence

0 // radP (i) // P (i) // S(i) // 0

yields an exact sequence

Hom(radP (j), S(i)) // Ext1(radP (j), radP (i)) // Ext1(radP (j), P (i)) = 0

where the last term is zero, since radP (j) is a Cohen-Macauley module. By assumption, the middle term is
nonzero, and we can conclude the existence of a nonzero morphism f ∈ Hom(radP (j), S(i)). It follows that
P (j) is supported at vertex i, thus there is a path j = x0 → x1 → . . . → xs = i, and this path is unique in
B, by Proposition 3.31. If s > 1 then the morphism f would produce the following commutative diagram

k = radP (j)xs−1
//

fxs−1

��

radP (j)i = k

fi 6=0

��
0 = S(i)xs−1

// S(i)i = k

which is impossible. Thus s = 1 and our path is an arrow j → i and (b) holds. �

Proposition 3.34. Let γ,R(γ) be 2-diagonals in S. Then

(a) addP0(γ) ∩ addP1(γ) = {0} and addP0(R(γ)) ∩ addP1(R(γ)) = {0}.
(b) P1(γ) ∼= P0(R(γ)).

Proof. Part (a) follows from the assumption that γ,R(γ) are 2-diagonals in S, so they have a minimal
number of crossings with radical lines of S. Then each of them crosses a radical line of S at most once, and
the direction of the crossing then determines whether this radical line gives rise to a summand of P0 or P1.

To show part (b), suppose P (j) ∈ addP1(γ). Then the radical line ρ(j) crosses γ from left to right, see
Figure 6. Because the endpoints of γ and R(γ) are one apart, it follows that the arcs have opposite directions.
Then if ρ(j) also crosses R(γ) then it crosses R(γ) from right to left and P (j) ∈ addP0(R(γ)). Now, suppose
ρ(j) does not cross R(γ). Then ρ(j) has a common endpoint with R(γ), which we call x. Without loss of
generality suppose the direction of R(γ) and ρ(j) is such that they both end in x. Then ρ(j) crosses γ from
right to left, so P (j) ∈ addP0(γ). Then P (j) ∈ addP0(γ) ∩ addP1(γ), which contradicts part (a) of the
proposition. This shows that P (j) ∈ addP0(R(γ)), and more generally that addP1(γ) ⊂ addP0(R(γ)). The
reverse inclusion follows similarly. �



24 RALF SCHIFFLER AND KHRYSTYNA SERHIYENKO

γ

γ

R(γ)

R(γ)

ρ(j)

x

Figure 6. Proof of Proposition 3.34.

Remark 3.35. In particular, the composition P1(R(γ))
fR(γ)−−−→ P1(γ)

fγ−→ P0(γ) is defined. We will show
in Proposition 4.12 that up to an automorphism of P1(γ) this sequence is exact in the case where every
chordless cycle in Q has length three.

4. Objects of the syzygy category

For the remainder of the paper, we let Q be a quiver satisfying Definition 3.3 and such that every chordless
cycle in Q has length three, and let B denote the corresponding dimer tree algebra. In this section we define
and study the map fγ : P1(γ) → P0(γ) for each 2-diagonal γ in the associated checkerboard polygon S of
size 2N . The main result of this section says that the cokernel of fγ is an indecomposable syzygy in modB,
see Corollary 4.21.

Below we provide an overview of this section.
In Section 4.1 we introduce the necessary terminology and then present the map fγ in Definition 4.5.

Then we compare the two maps fγ and fR(γ), where R denotes the clockwise rotation of the arc γ by 180/N
degrees. The main result of Section 4.2 is Proposition 4.12 which shows that the sequence

P1(R(γ))
f̄R(γ)−−−→ P1(γ)

fγ−→ P0(γ)

is exact, where f̄R(γ) is obtained from fR(γ) by applying certain isomorphisms. Afterwards we study the
properties of the cokernel of fγ which we denote by Mγ . By definition, the map fγ depends on the choice
of a representative in the homotopy class of the arc γ, and in Proposition 4.13 of Section 4.3 we show that
the associated cokernel Mγ is independent of the choice of γ. This gives a well-defined map from Diag(S) to
CMPB. The goal of the next subsection is to prove Proposition 4.18 that Mγ is an indecomposable module.
Finally, in the last subsection Section 4.5 we combine all these results to conclude that Mγ , the cokernel of
fγ , is an indecomposable object in CMPB whose syzygy ΩMγ is isomorphic to MR(γ), see Corollary 4.21
and Theorem 4.20.

4.1. Definition of fγ. Let γ be a fixed representation of a 2-diagonal in Diag(S) such that it has a minimal
number of crossings with radical lines in S and except for the endpoints γ crosses one radical line at a time.
Then as we move along γ, it crosses a subset of the radical lines in S in a certain order. Between any two
consecutive crossings of γ with radical lines ρ(i), ρ(j) the arc γ traverses either a shaded region or a white
region in S bounded by ρ(i), ρ(j). A pair (i, j) is called a crossing pair for γ if γ crosses a shaded region and
it crosses two radical lies ρ(i), ρ(j) that bound this region consecutively. Moreover, we always use the letter i
for the degree 0 crossing and letter j for the degree 1 crossing. Thus, P (i) ∈ addP0(γ) and P (j) ∈ addP1(γ).

Note that every shaded region in S is a triangle, since by assumption every chordless cycles in Q has
length three. This implies that ρ(i), ρ(j) always cross γ in opposite directions so P (i) and P (j) cannot both
belong to P0(γ) or P1(γ). In addition, the vertices i, j in a crossing pair (i, j) belong to the same 3-cycle in
Q, so they are connected by an arrow i → j or j → i which we call α. In this case, we will sometimes use

(i
α

j) to denote the crossing pair (i, j).
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Choosing a representative of γ determines the corresponding order on the crossing pairs. At the endpoints
γ may cross only one side of a shaded region which lies on the boundary of S. In what follows, this crossing
will simply be denoted by (i) or (j) depending on whether it gives a summand of P0(γ) or P1(γ) respectively.

Given γ we define a crossing sequence for γ

(i0) or (j0), (i1, j1), (i2, j2), . . . , (in, jn), (in+1) or (jn+1)

to be a complete ordered set of crossing pairs for γ for some n ≥ 0 and where ik denotes the degree 0 crossing
and jk denotes the degree 1 crossing of the pair (ik, jk). Note that depending on the end behavior of γ the
elements i0, j0, in+1, jn+1 may or may not appear in the crossing sequence for γ. Here, we depict the most
general case.

Remark 4.1. The crossing sequence for a fixed γ is unique up to reversing the order. However, different
representatives γ, γ′ of a 2-diagonal in Diag(S) can give different crossing sequences.

Next we introduce two important notions needed to define the map fγ .

Definition 4.2. We say that a path w in the quiver Q is valid if no two arrows in w lie in the same 3-cycle.

Remark 4.3. A valid path in Q is nonzero in the algebra B because such a path does not contain any
relations. Therefore, there is at most one valid path between any two vertices of Q.

We will often use x; y to denote a path in the quiver starting at vertex x and ending in vertex y.

Definition 4.4. Let the crossing sequence for γ be as follows

(i0) or (j0), (i1, j1), (i2, j2), . . . , (in, jn), (in+1) or (jn+1)

and let s, t ∈ {0, . . . , n+ 1}. For |s− t| = 1, we say the step from s to t in the crossing sequence is forward
if there exists a valid path is ; jt or a valid path js ; it. For general s, t ∈ {0, . . . , n + 1} and s 6= t, the
subsequence of the crossing sequence from s to t is forward if each of its steps is forward.

Definition 4.5. Let γ be a fixed representative of a 2-diagonal in Diag(S) with crossing sequence

(i0) or (j0), (i1, j1), (i2, j2), . . . , (in, jn), (in+1) or (jn+1).

Let P1(γ) =
⊕

l P (jl) and P0(γ) =
⊕

l P (il) and define

fγ : P1(γ) −→ P0(γ)

by setting
fγs,t : P (jt) −→ P (is)

the multiplication by the path w : is ; jt in Q unless s 6= t and

(i) the subsequence of the crossing sequence from s to t is not forward, or
(ii) the path w is not valid

and in these cases we define fγis,jt = 0.

Remark 4.6. In the definition of the map fγ condition (i) does not imply condition (ii). For example, suppose
that there is a 2-diagonal γ such that (is, js), . . . , (is+3, js+3) is a subsequence of its crossing sequence and
that these vertices form a full subquiver of Q given below.

js+3
// is+3

{{
js

��

is+1
oo

��

//

OO

js+2

��

OO

is

==

js+1
oo // is+2

cc

Then the step from s to s+ 1 is not forward, so the map fγ will not contain the path is → is+1 → js+3

even though this path is valid.

Note that, for s 6= t, if fγis,jt 6= 0 then the path w is valid and all steps from s to t are forward. Also, if
s = t then is, js are connected by an arrow and lie in a common 3-cycle, so there is a path w : is ; js in Q.
If there is an arrow α : is → js in Q then w = α, and if there is an arrow α : js → is then the path is given
the composition of two other arrows is → • → js in this 3-cycle.
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Remark 4.7. By Proposition 3.31 if there is a path from is to jt in Q then it is unique in the algebra B,
so the map fγ is well-defined. It is not a generic map in general, as there may be nonzero paths in Q from
is to jt that contain two arrows in the same 3-cycle. We also note that fγ depends on the choice of the
representative γ of the 2-diagonal, however we will show later in Proposition 4.13 that the cokernel of fγ is
independent of the representative and gives an indecomposable object in CMPB.

4.2. Exactness. In this section, given two 2-diagonals in S related by a clockwise rotation R, we define
particular representatives γ,R(γ) of these 2-diagonals that satisfy certain compatibility criteria. Then we
show that the corresponding maps fγ , fR(γ) are related as follows ker fγ = Im f̄R(γ), where f̄R(γ) is obtained
from fR(γ) by introducing some negative signs. As a corollary we conclude that the syzygy functor Ω in
CMPB is given by the clockwise rotation R in S.

Let γ be a representative of a 2-diagonal in S, and let fγ : P1(γ)→ P0(γ) be the corresponding map given

in Definition 4.5. For a positive inter k, let Jk =


1
−1

1 0

0
. . .

(−1)k+1

 denote a k × k diagonal matrix with

diagonal entries alternating between 1 and −1. Given a 2-diagonal represented by an arc γ we define a new
map f̄γ : P1(γ)→ P0(γ) by f̄γ := J|P0(γ)| fγ J|P1(γ)|.

Remark 4.8. (a) The signs in f̄γ are

+ − + ···
− + − ···
+ − + ···
...

...
...

. . .

.

(b) The cokernels of fγ and f̄γ are isomorphic. Indeed, this follows from the 5-Lemma applied to the
following commutative diagram with exact rows.

P1(γ)
fγ //

J|P1(γ)|∼=
��

P0(γ) //

J|P0(γ)|∼=
��

coker fγ

∼=
��

// 0

∼=
��

// 0

∼=
��

P1(γ)
f̄γ // P0(γ) // coker f̄γ // 0 // 0

Definition 4.9. Let γ, γ′ be representatives of 2-diagonals. We say that γ and γ′ are compatible if

(a) whenever (i, j) is a crossing pair for γ, and γ′ crosses both ρ(i) and ρ(j) then either (i, j) or (j, i) is
a crossing pair for γ′, or

(b) γ′ = Rγ is a representative of the rotation of γ and both γ, γ′ are radical lines.

Remark 4.10. (a) In part (a) of the definition the order of vertices in a pair changes whenever the degree
of the crossings of γ and ρ(i), ρ(j) is opposite to the degree of the crossings between γ′ and ρ(i), ρ(j).

(b) A radical line has essentially two representatives, one running parallel on the left of the radical line
and the other running parallel on the right. These two representatives will have different crossing
sequences. However, as we shall see in Proposition 4.13, both representatives will induce the same
morphism on projectives.

In this section, we will only be interested in the compatibility of the representatives γ,R(γ). The notion
of compatibility means that that the two arcs γ,R(γ) follow each other closely and have the same crossing
sequences except possibly at the ends.

Remark 4.11. For every pair of 2-diagonals in S related by the rotation R there exist representatives γ,R(γ)
that are compatible.

Now we take a pair of compatible 2-diagonals γ,R(γ) and consider the sequence of morphisms

P1(R(γ))
f̄R(γ) // P0(R(γ)) = P1(γ)

fγ // P0(γ)

where the equality in the middle follows from Proposition 3.34 (b).

Proposition 4.12. Let γ,R(γ) be a pair of compatible arcs in S. Then ker fγ = Im f̄R(γ).

Proof. See section A.2. �
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γ1
γ2

Figure 7. Proof of Proposition 4.13. The arc γ2 is obtained from the arc γ1 by an elemen-
tary homotopy.

4.3. Homotopy. Recall that the map fγ depends on the crossing sequence of a particular representative γ
of a given 2-diagonal. In this subsection, we show that the cokernel of fγ is independent of the choice of the
representative.

Let γ be a representative of a 2-diagonal in S. We shall say that a homotopy of γ is trivial if it fixes the
crossing sequence of γ, and it is elementary if it moves γ across the meeting point p of two shaded triangles
of which γ crosses all four sides and is trivial elsewhere. For example, the two arcs γ1 and γ2 in Figure 26
differ by an elementary homotopy whose point p is the crossing points of the radical lines labeled 1 and 3.

We define the degree of an elementary homotopy to be the degree of the crossing between γ and any of the
two radical lines that meet at the point p. We remark that the degree is well-defined because both radical
lines at p cross γ in the same direction. Indeed, this follows immediately from the fact that the directions of
the radical lines alternate along white regions.

An elementary homotopy of γ acts on the crossing sequence of γ by replacing two consecutive pairs{
(x,w), (y, z) by (y, w), (x, z), if the degree is zero;
(w, x), (z, y) by (w, y), (z, x), if the degree is one.

We are now ready for the main result of this subsection.

Proposition 4.13. Let γ1, γ2 be two representatives of the same 2-diagonal in S. Then coker fγ1
∼= coker fγ2 .

Moreover, if the 2-diagonal is a radical line then fγ1 = fγ2 .

Proof. Suppose first that the arc γ1 is not a radical line. It suffices to show that the cokernel does not change
under an elementary homotopy. So suppose γ1, γ2 are as in Figure 7.

The crossing sequences for γ1, γ2 only differ by two consecutive crossing pairs {2, 3}, {1, 4} for γ1 and
{1, 2}, {4, 3} for γ2. Note that the step between these pairs is forward for γ1 but it is not forward for γ2,
because by Remark A.5 forward steps correspond to moving counterclockwise around the boundary of a
white region. Moreover, 1 and 3 cross γ1, γ2 in the same degree because the direction of the boundary edges
around a white region is alternating. The degree of the crossing of 2 and 4 is opposite to that of 1 and
3 because the orientation is directed along the boundary edges of a shaded region. We suppose that the
direction of γ1, γ2 is such that 1, 3 are the degree 0 crossings and 2, 4 are the degree 1 crossings. The case
when 1, 3 are of degree 1 and 2, 4 are of degree 0 follows in the same way. Then let

(i0) or (j0), (i1, j1), . . . , (it, jt), (3, 2), (1, 4), (it+3, jt+3), . . . , (in, jn), (in+1) or (jn+1)

(i0) or (j0), (i1, j1), . . . , (it, jt), (1, 2), (3, 4), (it+3, jt+3), . . . , (in, jn), (in+1) or (jn+1)

be the crossing sequences for γ1, γ2 respectively.
Define

Pa =

t⊕
h=0

P (jh) P ′a =

t⊕
h=0

P (ih) Pb =

n+1⊕
h=t+3

P (jh) P ′b =

n+1⊕
h=t+3

P (ih)

Then

P0(γ1) = P0(γ2) = P ′a ⊕ P (1)⊕ P (3)⊕ P ′b P1(γ1) = P1(γ2) = Pa ⊕ P (2)⊕ P (4)⊕ Pb
We claim that there exists an isomorphism ϕ such that the following diagram commutes.
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(4.1) Pa ⊕ P (2)⊕ P (4)⊕ Pb
fγ1 //

1

��

P ′a ⊕ P (3)⊕ P (1)⊕ P ′b
∼=ϕ

��
Pa ⊕ P (2)⊕ P (4)⊕ Pb

fγ2 // P ′a ⊕ P (1)⊕ P (3)⊕ P ′b
To prove the claim there are four cases to consider depending on the direction of the step from t to t+ 1

and the step t+ 2 to t+ 3. We show the claim in two cases only, since the other two are dual.
Suppose first that both steps are forward. Then the quiver for Q(γ1) = Q(γ2) is as follows.

it+3 · · ·oo 4oo // 1

��

· · ·oo jtoo

jt+3 · · ·oo 3

OO

oo // 2

OO

· · ·oo itoo

The maps fγ1 , fγ2 are given in matrix form as in the equation below, which also shows the isomorphism
ϕ.

ϕfγ1 =

 1P ′a
0 0 0

0 1→3 −1P (1) 0
0 1P (3) 0 0
0 0 0 1P ′

b

[ fa,a fa,2 0 0
0 3→2 3→4 f3,b
0 0 1;4 f1,b
0 0 0 fb,b

]
=

[
fa,a fa,2 0 0

0 1;2 0 0
0 3→2 3→4 f3,b
0 0 0 fb,b

]
= fγ2

Indeed, for fγ1 we have an upper triangular matrix, because all steps from t to t + 3 are forward. The
position (1, 3) is zero, because any path from ih to 4 with h ≤ t factors through the path 1 → 3 → 4 and
therefore is not valid. Position (1, 4) is zero because the position (1, 3) is zero by Lemma A.7(3). For fγ2
the entries (2, 1), (3, 1), (4, 1) are zero because the step from t to t+ 1 is forward, the entries (1, 3), (2, 3) are
zero because the step from t + 1 to t + 2 is not forward, and the entry (4, 3) is zero because the step from
t + 2 to t + 3 is forward. Finally the entries (1, 4), (2, 4) are zero because entries (1, 3), (2, 3) are zero, and
entry (4, 2) is zero because (4, 3) is also zero. The map ϕ is clearly an isomorphism, and the equality above
holds. This shows the claim that the diagram commutes in this case.

Suppose now that the step from t to t+ 1 is forward and the step from t+ 2 to t+ 3 is not. The quiver
in this case is as follows.

3 //

��

4

��

· · ·oo it+3
oo

2 // 1

__

· · ·oo jt+1
oo

. . .

]]

. . .

__

it

__

jt

aa

The maps fγ1 , fγ2 are given in matrix form as in the equation below, which also shows the same isomor-
phism ϕ as before.

ϕfγ1 =

 1P ′a
0 0 0

0 1→3 −1P (1) 0
0 1P (3) 0 0
0 0 0 1P ′

b

[ fa,a fa,2 0 0
0 3→2 3→4 0
0 0 1;4 0
0 0 fb,4 fb,b

]
=

[
fa,a f2,a 0 0

0 1;2 0 0
0 3→2 3→4 0
0 0 fb,4 fb,b

]
= fγ2

Indeed, for fγ1 we have five zeros below the diagonal because steps from t to t+2 are forward. The entries
(1, 4), (2, 4), (3, 4) are zero because the step from t+ 2 to t+ 3 is not forward. Then entry (1, 3) is again zero
by the same reasoning as in the previous case. For fγ2 the entries (2, 1), (3, 1), (4, 1) are zero because the
step from t to t + 1 is forward, and we have the five zeros above the diagonal because the two steps from
t+ 1 to t+ 3 are not forward. The entry (4, 2) is zero because every path from ih to 2 with h ≥ t+ 3 factors
through the path 1 → 3 → 2 and therefore is not valid. Again we see that ϕ is an isomorphism and the
equation above holds. This proves the claim that the diagram (4.1) of 2-term complexes commutes. The
5-Lemma implies that fγ1 , fγ2 have isomorphic cokernels and thus the lemma holds in the case when γ1, γ2

are not homotopic to a radical line in S.
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Now, suppose that γ1, γ2 are homotopic to a radical line ρ(k). Then γ1, γ2 cross the same set of radical
lines as ρ(k). Note that γ1, γ2 do not cross ρ(k). By Lemma 3.22 we have ρ(k) crosses ρ(h) if and only
if there is an arrow between k and h in the quiver Q. Moreover, γ1, γ2 have the same orientation as ρ(k),
which means that if there is an arrow k → i in Q then P (i) ∈ addP0(γ1) and if there is an arrow j → k then
P (j) ∈ addP1(γ1).

Label the two boundary arrows in Q adjacent to k by ∂1, ∂2. The subquiver of Q determined by k and
the vertices adjacent to k is as follows, when one of the boundary arrows starts in k and another ends in k.
The cases when both boundary arrows start in k or both boundary arrows end in k follow in the exact same
way. Thus, for simplicity we may assume that we have the following situation.

jt
∂2

��
it

??

k
∂1 //oo

��

i1

��
j2

??

i2oo // j1

__

Because the only arrows between these vertices are is+1 → js ← is for s ∈ {1, . . . , t − 1}, it follows that
in the crossing sequence for γ1, γ2 the vertex js is in a pair with is or is+1. Moreover, one crossing pair
determines the pairing for the remaining vertices in the crossing sequence uniquely. This means that there
are two possible crossing sequences

(i1, j1), (i2, j2), . . . , (it, jt) or (i1), (i2, j1), . . . , (it, jt−1), (jt)

for any diagonal homotopic to ρ(k). Let the crossing sequences for γ1, γ2 be as above. For γ1 no step in its
crossing sequence is forward and all steps are trapezoidal with the path from il+3 to jl for all l = 1, . . . , t− 3
being invalid. Hence fγ is zero except on the main diagonal and the diagonal below the main diagonal.
For γ2 all steps in its crossing sequence are forward, and all of them except for the first and the last are
trapezoidal with the path from it to j1 being invalid. Then the two maps fγ1 , fγ2 remain the same.

fγ1 = fγ2 =

 i1→j1 0 ··· ··· ···
i2→j1 i2→j2 0 ··· ···

0 i3→j2 i3→j3 0 ...

... 0
. . .

. . .
...


This shows that the lemma holds in the case when γ1, γ2 are homotopic to a radical line, and the proof is

complete. �

The following corollary, which will be important in the next sections, is a direct consequence of the above
proof.

Corollary 4.14. Let γ1, γ2 be two representatives of the same 2-diagonal γ and fγ1 , fγ2 the corresponding
morphisms. Then there is a commutative diagram

P1(γ)

ϕ1

��

fγ1 // P0(γ)

ϕ0

��
P1(γ)

fγ2 // P0(γ)

with ϕ0, ϕ1 the isomorphisms induced by the homotopy between γ1 and γ2. �

Definition 4.15. We call the pair (ϕ1, ϕ0) ∈ Aut(P1(γ))⊕ Aut(P0(γ)) the automorphism of the homotopy
that transforms γ1 into γ2, and we say that

fγ2 = ϕ0 fγ1 ϕ
−1
1

is obtained from fγ1 by conjugation with the homotopy automorphism.
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4.4. Indecomposibility. In this section we establish that the cokernel of fγ is indecomposable. First we
need a few preparatory lemmas.

Lemma 4.16. Let γ be a representative of a 2-diagonal in S, and let fγ :
⊕n

h=1 P (jh) →
⊕m

h=1 P (ih) be
the associated morphism. Suppose we have a commutative diagram⊕n

h=1 P (jh)
fγ //

gj

��

⊕m
h=1 P (ih)

gi

��⊕n
h=1 P (jh)

fγ //⊕m
h=1 P (ih)

for some matrices gj = (ah,h′) and gi = (bh,h′). Then fγs,t = 0 or bs,s = at,t for all s, t.

Proof. This is proved in section A.3. �

Lemma 4.17. Let γ be a representative of a 2-diagonal in S. Suppose that the two steps from s− 1 to s+ 1
are forward in the crossing sequence for γ. Then there is a valid path is−1 ; js+1 if and only if the arrow
αs is oriented αs : js → is. In particular, at least one of fγs,s , fγs−1,s+1 is nonzero.

Proof. This follows from the two pictures below, where we depict the two cases depending on the orientation
of the arrow αs.

is+1 js+1 js−1
// · · · // is

��...

OO

...

OO

is−1
// · · · // • //

��

js

αs
aa

��

js−1
// · · · // • //

OO

is
αs
��

OO

...

��

...

��
is−1

// · · · · · · // js

aa

js+1 is+1

Moreover, either there is an arrow js → is and fγs−1,s+1
is a nonzero valid path is−1 ; js+1 or there is

an arrow is → js which gives the nonzero entry fγs,s . �

Proposition 4.18. Let γ be a representative of a 2-diagonal in S, then coker fγ is indecomposable.

Proof. Let f = fγ :
⊕n

h=1 P (jh)→
⊕m

h=1 P (ih). Suppose we have a commutative diagram

⊕n
h=1 P (jh)

fγ //

gj

��

⊕m
h=1 P (ih)

gi

��⊕n
h=1 P (jh)

fγ //⊕m
h=1 P (ih)

for some matrices gj = (ah,h′) and gi = (bh,h′). By Lemma 4.16 we have fs,t = 0 or bs,s = at,t for all s, t.
Suppose now without loss of generality that the step from s to s+ 1 is forward, then fs,s+1 6= 0 and the

above equation with t = s+ 1 yields

(4.2) bs,s = as+1,s+1.

If the step from s− 1 to s is forward too, then fs−1,s 6= 0 and hence

(4.3) bs−1,s−1 = as,s.

By Lemma 4.17, we have fs,s 6= 0 or fs−1,s+1 6= 0. Suppose first fs,s 6= 0. Then bs,s = as,s and thus

(4.4) bs−1,s−1 = as,s = bs,s = as+1,s+1

where the first equality follows from (4.3) and the last equality follows from (4.2).
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Suppose now fs−1,s+1 6= 0. Then bs−1,s−1 = as+1,s+1 and thus

as,s = bs−1,s−1 = as+1,s+1 = bs,s

where again the first equality follows from (4.3) and the last equality follows from (4.2). This is the same
equation as (4.4).

If the step from s− 1 to s is not forward but the step from s to s+ 1 is still forward, then fs,s−1 6= 0, and
thus

(4.5) bs,s = as−1,s−1.

Moreover, since the step from s− 1 to s and the step from s to s+ 1 are in opposite direction, the arrow

αs : is js is not a boundary arrow and therefore fs,s 6= 0. Thus bs,s = as,s and thus equations (4.2)

and (4.5) imply

bs,s = as−1,s−1 = as,s = as+1,s+1.

Similar, if both steps from s− 1 to s+ 1 are not forward we get

as−1,s−1 = bs,s = as,s = bs+1,s+1

and if the first step is forward but the second is not we get

as,s = bs−1,s−1 = bs,s = bs+1,s+1.

This implies that in all possible orientations of the steps we obtain as,s = at,t = bs,s = bt,t for all s and t.
In other words, all diagonal entries in the matrices gj , gi are equal.

Thus, gj = λI + g′j and gi = λI + g′i where g′j and g′i are nilpotent. Thus, every endomorphism of the two
term complex fγ is of the form λ · Id +N ′ with λ ∈ k and N ′ nilpotent. In particular, every endomorphism
of coker fγ is of the form λ · Idcoker fγ +N , where N is nilpotent, and thus the endomorphism ring of coker fγ
is local. Therefore, coker fγ is indecomposable. �

4.5. Syzygy Mγ. In light of the results we obtained in the previous sections, we can finally make the
following definition.

Definition 4.19. Given a 2-diagonal γ ∈ Diag(S) define Mγ := coker fγ .

Note that the definition of the map fγ depends on the representative of the 2-diagonal, however by
Proposition 4.13 its cokernel does not. This implies that Mγ is well-defined.

Next, we obtain a number of important results that summarize the key properties of Mγ .

Theorem 4.20. If γ ∈ Diag(S) then ΩMγ
∼= MR(γ).

Proof. By definition of Mγ and Proposition 4.12 we have an exact sequence in modB as follows.

P1(R(γ))
f̄R(γ) // P1(γ)

fγ // P0(γ) // Mγ
// 0

By Remark 4.8(b) and the definition of MR(γ) we have coker f̄R(γ)
∼= coker fR(γ)

∼= MR(γ). Since modules
P1(γ), P0(γ) and P1(γ), P1(R(γ)) are nonzero modules that have no summands in common by Proposi-
tion 3.34(a), we conclude that the sequence above is the beginning of a minimal projective resolution of Mγ .
This implies that ΩMγ

∼= MR(γ). �

Corollary 4.21. Let S be a checkerboard polygon of size 2N , then Mγ is a nonzero indecomposable non-
projective syzygy in modB and

Mγ
∼=

{
ΩNMγ if γ is a diameter

Ω2NMγ otherwise.
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Proof. By definition of R, we have that γ equals R2N (γ) or RN (γ) if γ is a diameter of S. Successive
applications of Theorem 4.20 imply that

ΩkMγ = Ωk−1ΩMγ
∼= Ωk−1MR(γ)

∼= . . . ∼= MRk(γ)

for all integers k ≥ 0. Hence, Mγ is a non-projective syzygy which is also indecomposable by Proposition 4.18.
Finally, Mγ is nonzero because P0(γ), P1(γ) are nonzero projectives that have no summands in common. �

The next proposition shows that radical lines in S correspond to radicals of projective B-modules.

Proposition 4.22. For a radical line ρ(k) in S the syzygy Mρ(k) is isomorphic to radP (k).

Proof. By construction P0(ρ(k)), P1(ρ(k)) consist of all projective summands P (i), P (j) such that in the
quiver Q there is an arrow k → i, j → k respectively. Then Q(ρ(i)) consists of k and all vertices connected
to k by an arrow. As in the proof of Proposition 4.13 there are two possible crossing sequences for ρ(i), and
we have the following configuration of i’s and j’s.

is−1
// js−1

uuk //

;;

##

is

OO

��
js+1

OO

is+1
//oo js

ii

Here none of the steps are forward and all paths in

fρ(k) =


. . .
··· 0 is−1→js−2 is−1→js−1 0 ··· ··· ···
··· ··· 0 is→js−1 is→js 0 ··· ···
··· ··· ··· 0 is+1→js is+1→js+1 0 ···

. . .


are given by arrows.

Now, we construct a minimal projective presentation of radP (k) and show that it is the same as fρ(k).
First, we observe that the top of radP (k) consists of all simple modules S(i) such that there is an arrow
k → i. Hence, the projective cover of radP (k) is P0(ρ(k)), and let π : P0(ρ(k)) → radP (k) denote the
canonical surjection, where the top of P (is), a summand of P0(ρ(k)), maps to the top of radP (k) via the
identity map.

Next, we compute the projective cover of kerπ. First, suppose that the arrow js → k lies in two 3-cycles.
From the quiver, we see that the simple module S(js) that lies in the top of rad2 P (k) is covered twice by π
as exactly two summands P (is), P (is+1) of P0(ρ(k)) map to it. If the arrow js → k lies in a single 3-cycle,
then the path k ; js factors through exactly one of is, is+1. In this case radP (k) is not supported at js,
but the respective summand P (is), P (is+1) contains S(js) in the top of its radical that maps to zero under
π. Therefore, in all cases we obtain that P1(ρ(k)) is a summand of the projective cover of kerπ. Moreover,
the kernel of π is generated by all nonzero paths is ; x ending in some vertex x such that k → is ; x = 0
or k → is ; x = k → it ; x for some path it ; x where P (it) ∈ addP0(ρ(k)). If k → is ; x = 0 then
up to commutativity the first arrow in the path is ; x lies in the same 3-cycle as k, so is ; x factors
through one of js, js−1. If k → is ; x = k → it ; x for some path it ; x then since Q has no interior
vertices, we must have |s − t| = 1 and is ; x factors through one of js, js−1. This shows that the top of
kerπ equals

⊕
s S(js). Thus, the projective cover of kerπ is isomorphic to P1(ρ(k)). Moreover, we can take

the associated composition P1(ρ(k))→ kerπ → P0(ρ(k)) to be given by all arrows is → js, is → js−1. This
gives precisely the same map as fρ(k) and proves that Mρ(k)

∼= radP (k). �

5. Morphisms of the syzygy category

In this section, we study the morphisms in the stable syzygy category CMPB in terms of the morphisms
in the category of 2-diagonals Diag(S). The main results of this section are the following. We define the
morphisms on the degree 0 and 1 terms of the projective resolutions of the syzygies and prove in Theorem 5.5
that this construction induces a morphism on the syzygies.

The irreducible morphisms in Diag(S) are given by the 2-pivots introduced in Definition 2.5. Our first
goal is to associate a morphism in CMPB to each 2-pivot. We need a preparatory lemma.
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Figure 8. Proof or Lemma 5.1

Lemma 5.1. Let γ, γ′ be 2-diagonals in S such that γ′ is obtained from γ by a 2-pivot. Suppose there exist
vertices i, i′ in Q such that

(a) γ crosses the radical line ρ(i) and γ′ crosses the radical line ρ(i′) and these crossings have the same
degree,

(b) γ does not cross ρ(i′) and γ′ does not cross ρ(i).

Then there is an arrow i′ → i in Q.

Proof. We use the notation in Figure 2. In particular the common endpoint of γ and γ′ is the vertex a
and the other endpoints are x and z. Without loss of generality, we may assume that γ is oriented from a
towards x. Then γ′ is oriented from a towards z.

Since γ crosses ρ(i), but γ′ doesn’t, it follows that one endpoint of ρ(i) is y or z and the other lies to the
left of γ. Similarly, one endpoint of ρ(i′) is x or y and the other lies to the right of γ′.

Suppose first that ρ(i) and ρ(i′) both have endpoint y. Then both ρ(i), ρ(i′) are oriented from y towards
their other endpoint. Thus ρ(i) crosses γ in degree 0, but ρ(i′) crosses γ′ in degree 1. This implies that the
crossings have different degrees, a contradiction to our assumption.

If ρ(i) has endpoint z and ρ(i′) has endpoint x we also obtain this contradiction.
Now suppose ρ(i) starts at vertex y and ρ(i′) ends at vertex x, see Figure 8. Then ρ(i) and ρ(i′) cross at

an interior point α0 of the checkerboard pattern of S. This interior vertex corresponds to an arrow α that
connects i and i′ in Q. Moreover, the 4 regions adjacent to α0 are either shaded or not, and the shading
is determined by the orientation of the radical lines ρ(i) and ρ(i′) according to Lemma 3.25. Namely, the
segments of the radical lines form an oriented path around the shaded regions and they are alternating
around the white regions. Thus the shading at α0 must be as in Figure 8. Now, the direction of the arrow α
is determined by going around the shaded regions in counterclockwise direction. When we do this in either of
the two shaded region, we encounter ρ(i′) first and then ρ(i). Therefore the arrow α is oriented accordingly
α : i′ → i, and the proof is complete in this case.

The only remaining case has ρ(i) ending at z and ρ(i′) ending at y, and its proof is similar. �

Next, we define maps g0, g1 from the summands of a projective resolution of a 2-diagonal to its 2-pivot.

Definition 5.2. Let γ, γ′ be 2-diagonals in S such that γ′ is obtained from γ by a 2-pivot. Let fγ : P1 → P0

and fγ′ : P
′
1 → P ′0 be the morphisms associated to γ and γ′ in Definition 4.5. We define morphisms g1 : P1 →

P ′1 and g0 : P0 → P ′0 on the indecomposable summands of P1 and P0 as follows.
If P (i) is an indecomposable summand in both P0 and P ′0 we let the component P (i)→ P (i) of g0 be the

identity map and the components P (i) → P (j) and P (j) → P (i) be the zero map, for all j 6= i. If P (i) is
an indecomposable summand of P0 but not of P ′0 and P (i′) is an indecomposable summand of P ′0 but not
of P0, we let the component P (i)→ P (i′) of g0 be the map given by composing with the arrow i′ → i given
by Lemma 5.1. We define the components P (j)→ P (j′) to be the zero map, for any other j, j′.

The morphism g1 : P1 → P ′1 is defined in the same way.

Given a representative of a 2-diagonal γ and its 2-pivot γ′, recall Definition 4.9(a) of compatibility of
γ, γ′. In particular, this means that the two crossing sequences for a compatible pair of arcs agree except at
the very end.

The next lemma gives a precise description of the matrices for the maps g0, g1.
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Figure 9. The proof of Lemma 5.3. Here the two dashed lines in the right figure illustrate
the two possibilities for the arc j.

Lemma 5.3. Let γ, γ′ be compatible 2-diagonals in S such that γ′ is obtained from γ by a 2-pivot, and let
g0, g1 be the maps given in Definition 5.2. Then, up to reversing the direction of the crossing sequences, the
matrices for g0, g1 are of the form In or [ In 0 ] or

[
In
0

]
or
[
In 0
0 M

]
, where In is the identity matrix with n ≥ 0

and M equals one of the following [ i→h ], [ i→h i→h′ ],
[
i→h′
i′→h

]
. Moreover, the number of arrows in g0 and g1

combined is at most three.

Proof. Construct the crossing sequences for γ, γ′ by starting at the common endpoint of the arcs and then
moving towards the other endpoints. Then the two crossing sequences for γ, γ′ start with a common sub-
sequence of degree zero crossings i1, . . . , in in that order. Moreover, we assume that this subsequence is
maximal, meaning that γ, γ′ have different crossings in degree zero after in. By definition of g0 we conclude
that its matrix contains a block In in its top left corner. If there are no other arrows in g0, then its matrix
is one of In, [ In 0 ], or

[
In
0

]
and the lemma follows.

For the remainder of this proof, we suppose that there is at least one arrow in g0. By definition of g0 its
matrix is of the form

[
In 0
0 M

]
for some matrix M , because any row and column with entry 1P (ik) for some k

has all other entries being zero.
First, we claim that g0 contains at most two arrows. By definition, an arrow i → h in g0 comes from

a pair of crossing radical lines ρ(i), ρ(h) in S such that ρ(h) starts at y and crosses γ while ρ(i) crosses γ′

and ends in x, see Figure 9 on the left. There are at most two radical lines at every boundary vertex of S,
by Lemma 3.12(c). If there are also ρ(h′), ρ(i′) with endpoints y, x and crossing γ, γ′ respectively, then we
obtain at least four crossings, where ρ(i), ρ(i′) each cross both of ρ(h), ρ(h′). Then Q admits a subquiver
that is given below on the left.

i //

��

h k //

��

p

��

// i′

��
h′ i′

OO

oo p′ //

""

i // h

This yields a contradiction, because there should be a sequence of 3-cycles in Q between the arrows i→ h
and i→ h′, which means that Q contains interior vertices. This shows that either ρ(i′) or ρ(h′) or both are
not in S, so g0 contains an arrow i → h and at most one of i → h′, i′ → h. This shows the claim that g0

contains at most two arrows.
Now we show that the total number of arrows in g0 and g1 is at most three. Suppose on the contrary

that both g0, g1 contain two arrows each. An arrow k → p in g1 comes from a pair of crossing radical lines
ρ(k), ρ(p) in S such that ρ(k) starts at y and crosses γ′ while ρ(p) crosses γ and ends in z. An arrow i→ h in
g0 yields another pair of radical lines with endpoints x, y. In particular, there are two radical lines ρ(k), ρ(h)
at vertex y, so there cannot be any additional radical lines at this vertex. This implies that if g0, g1 contain
two arrows each then there are two radical lines i, i′ ending in x and crossing γ′, and two radical lines p, p′

crossing γ and ending in z, see Figure 9 on the left. In this case we obtain the subquiver of Q given above
on the right, which contains interior vertices. This yields a contradiction, and shows that the total number
of arrows in g0 and g1 is at most three.
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Now we study the structure of M . In the case when M contains two arrows we label the radical lines so
that γ crosses h before h′ and similarly γ′ crosses i before i′.

Now suppose that M contains a row of zeros, which correspond to entries in M that are paths starting
at some fixed vertex k. Then there is a 2-diagonal k that crosses γ′ in degree zero but it does not cross γ.
Then k crosses γ′ and ends in x, so in particular it crosses h, as we assume g0 contains at least one arrow
i→ h. But then, by definition of g0, the matrix M would contain an entry k → h and not a row of zeros as
we assumed above. This gives a contradiction. We obtain a similar contradiction to M containing a column
of zeros, which shows that M cannot contain a row or a column of zeros.

Now we show that the top left entry of M is an arrow i→ h. By definition every entry of M is either zero,
1P (h′′), or an arrow. If the top left entry of M is 1P (h′′), then we obtain a contradiction to i1, . . . , in being
the maximal initial subsequence of the degree zero crossings that γ, γ′ have in common. Hence, suppose that
the top left entry of M is zero. By the above, M does not contain any row or column of zeros, so suppose
that the first row of M contains an arrow i → h and then the first column of M must contain 1P (h′′) for
some vertex h′′. Then h′′ is a common crossing of γ, γ′ in degree zero such that γ′ first crosses i and then
h′′, while γ first crosses h′′ and then h. Thus, we are in the situation of Figure 9 on the right. Since h′′ is
not the last crossing of γ in degree zero, it follows that (h′′, j) is a crossing pair for γ for some vertex j. If
in addition j crosses γ′, then by definition of compatibility between γ, γ′ we conclude that (h′′, j) is also a
crossing pair for γ′. Then γ′ crosses h′′, j after crossing i. In particular, j and i must cross, and we obtain
arrows j → i → h′′ and j → h′′, which is not a possible subquiver of Q. Thus, we obtain a contradiction
in the case when j also crosses γ′. If j does not cross γ′, then it would end at vertex z. But then we still
obtain that j must cross i and we arrive at the same contradiction. This shows that it is not possible for
the first row of M to contain an arrow i → h and for the first column to contain 1P (h′′). If M contains an
arrow i→ h in the first column and 1P (h′′) in the first row then we also obtain a contradiction in a similar
way. This shows that the top left entry of M is an arrow i→ h.

Now suppose that M contains an entry 1P (h′′). Since i → h lies in the top left corner of M , it follows
that 1P (h′′) cannot be in the first row or column of M . Then γ, γ′ cross h′′ after their crossings with h, i
respectively. Then it follows that h′′ crosses both h and i, and in particular we obtain arrows i → h and
i → h′′ → h in the quiver. This is not a possible configuration, so we obtain a contradiction. This shows
that the matrix M cannot contain any entry of the form 1P (h′′).

Thus, we conclude that M cannot contain a row or a column of zeros, or any entry of the form 1P (h′′),
moreover we know that M contains at most two arrows. This implies that for the map g0 the matrix M
must be of the form given in the statement of the lemma.

The proof in the case of g1 follows similarly. �

The above lemma implies that in a given row or column of gi with i = 0, 1, there are at most two nonzero
entries. If gi contains two arrows in the same row, then let gri denote the map obtained from gi by changing
the sign of the arrow in the last column of the matrix, and otherwise let gri = gi. Similarly, if gi contains
two arrows in the same column, then let gci denote the map obtained from gi by changing the sign of the
arrow in the last row, and otherwise let gci = gi.

Definition 5.4. The morphism (gr0, g
c
1) defined above is called the pivot morphism associated to the 2-pivot

γ 7→ γ′.

Theorem 5.5. Let γ, γ′ be compatible 2-diagonals in S such that γ′ is obtained from γ by a 2-pivot and let
(gr0, g

c
1) be the morphism defined above. Then we have the following commutative diagram with exact rows

(5.1) P1

fγ //

gc1
��

P0

gr0
��

πγ // Mγ
//

g

��

0

P ′1
fγ′ // P ′0

πγ′ // Mγ′
// 0

where g is the induced morphism on the cokernels. In particular, g is a morphism of syzygies in CMPB.

Proof. This is proved in section B of the appendix. �
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Definition 5.6. Let γ, γ′ be 2-diagonals in S and let Mγ ,Mγ′ be the corresponding syzygies in CMPB. If
γ′ is obtained from γ by a 2-pivot then the corresponding morphism g : Mγ →Mγ′ in CMPB is called pivot
morphism.

6. Auslander-Reiten triangles of the syzygy category

In this section, we give a combinatorial description of the Auslander-Reiten triangles in CMPB in terms
of the 2-pivots in the category of 2-diagonals Diag(S). In subsection 6.1, we show that the indecomposable
objects in CMPB do not admit any nonzero nilpotent endomorphisms. As a consequence we see that the
dimension of Ext1 between an indecomposable M and its AR-translate is equal to one. In subsection 6.2,
we show that the Auslander-Reiten triangles of Diag(S) give rise to commutative diagrams in CMPB. We
use these results in subsection 6.3, where we construct the short exact sequences in modB that induce the
AR-triangles CMPB.

6.1. Nilpotent endomorphisms of Mγ. In this subsection, we show that the syzygy Mγ admits no nonzero
nilpotent endomorphisms in CMPB.

Let γ be a 2-diagonal in S and fγ : P1(γ) → P0(γ) be the morphism defined in Definition 4.5. Let
g : Mγ → Mγ be a nilpotent endomorphism, and let g0 : P0(γ) → P0(γ), g1 : P1(γ) → P1(γ) be the induced
endomorphisms of the projectives. Thus we have the following commutative diagram with exact rows in
modB.

(6.1) P1(γ)
fγ //

g1

��

P0(γ)

g0

��

π // Mγ

g

��

// 0

P1(γ)
fγ // P0(γ)

π // Mγ
// 0

The main result of this subsection is Theorem 6.1 which states that g is zero in the stable category CMPB.
The proof of this theorem requires a detailed analysis of the entries of the matrix of g0. We partition the
matrix twice into column blocks and row blocks and then reduce g0 successively by removing one block at
at time.

As a direct consequence, we show in Corollary 6.2 that in CMPB the dimension of the first extension
group between Ω2Mγ and Mγ is equal to 1. The following is proved in the appendix as Theorem C.25.

Theorem 6.1. Let γ be a 2-diagonal and Mγ the associated indecomposable syzygy over B. Then Mγ does
not admit any nonzero nilpotent endomorphisms in CMPB.

Recall that CMPB is a triangulated category with inverse shift given by Ω. It has almost-split triangles
where τ−1 is given by Ω2, so in particular dim Ext1

CMPB(Ω2M,M) ≥ 1. Now we show that the dimension
of this space is actually equal to 1.

Corollary 6.2. Let γ be a 2-diagonal in S and M = Mγ be the associated indecomposable syzygy in CMPB.
Then

dim Ext1
CMPB(Ω2M,M) = 1.

Proof. Consider the following sequence of isomorphisms

HomCMPB(M,M) ∼= Ext1
CMPB(M,ΩM) ∼= DExt2

CMPB(ΩM,M) ∼= DExt1
CMPB(Ω2M,M)

where the first and the last step follow because Ω is the inverse shift in CMPB and the second step follows
because CMPB is a 3-Calabi-Yau. By Theorem 6.1 there are no nilpotent endomorphisms of M in CMPB,
and since M is indecomposable, by Proposition 4.18, [S2, Corollary 4.20] implies

dim HomCMPB(M,M) = 1.

Then the result follows. �
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Figure 10. The left picture shoes the 2-diagonals corresponding to the mesh γ → γ′⊕γ′′ →
R2γ in the case where the 2-diagonal is not short. The right picture shows deformations of
these 2-diagonals that are pairwise compatible, where we assume that none of γ,Rγ,R2γ is
a radical line.

6.2. Mesh relations. The main result of this subsection, Proposition 6.3, shows that the Auslander-Reiten
triangles of the category of 2-diagonals Diag(S) give rise to commutative diagrams in the stable category
CMPB. In subsection 6.3, we will show that these commutative diagrams actually are Auslander-Reiten
triangles in CMPB.

Let γ be a 2-diagonal in S. We say that γ is short if one of the two polygons obtained by cutting S along
γ is a quadrilateral. In other words, the short 2-diagonals are those that are the start of a unique 2-pivot,
and the non-short 2-diagonals are those that are the start of exactly two 2-pivots.

If γ is not short, let γ′, γ′′ denote the 2-diagonals that are obtained from γ by a 2-pivot and let R2γ be
the 2-diagonal obtained from γ by applying the rotation R twice, see Figure 10. Thus R2γ can be obtained
from γ in two ways by a sequence of two 2-pivots either passing through γ′ or γ′′. In the category Diag(S)
this corresponds to the AR triangle

γ → γ′ ⊕ γ′′ → R2γ → Rγ

and a mesh in the AR quiver.
In the case where γ is short, only one of the two diagonals γ′, γ′′, say γ′, exists. In this case the AR

triangle is of the form
γ → γ′ → R2γ → Rγ.

We denote the corresponding pivot morphisms g′, g′′, h′, h′′ in CMPB as illustrated in the following
diagrams

(6.2) Mγ′

h′

##
Mγ

g′
<<

g′′ ""

MR2γ

Mγ′′

h′′

;;

Mγ′

h′

##
Mγ

g′
==

MR2γ

where the diagram on the left corresponds to the case where the 2-diagonal γ is not short and the diagram
on the right to the case where γ is short.

Proposition 6.3. Let γ be a 2-diagonal in S such that Rγ is not a radical line. With the notation of
diagram (6.2), we have the following identities in CMPB.

(a) If γ is not short then h′g′ = h′′g′′.
(b) if γ is short then h′g′ = 0.

Proof. This result is proved in section C.3 of the appendix. �

6.3. Auslander-Reiten triangles for Mγ. The main result of this subsection, Theorem 6.6 shows that
the mesh relations given by 2-pivots and rotation R2 in Diag(S) correspond to AR-triangles in CMPB. To
prove this result, we first show that in each rotation orbit in Diag(S) there is a mesh relation that induces
a short exact sequence in CMPB between Mγ and Ω2Mγ . Then using that dim Ext1

CMPB(Ω2Mγ ,Mγ) = 1,
proved in Corollary 6.2, we see that this sequence induces an AR-triangle in CMPB. Finally, the proof of
the main result then follows from the correspondence R ∼ Ω.
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Before stating the first result, recall the definition of γ′, γ′′ for a 2-diagonal γ which give rise to the
corresponding sequence pivot morphisms Mγ →Mγ′ ⊕Mγ′′ →MR2γ , see diagram (6.2).

Proposition 6.4. Suppose γ is a 2-diagonal in S such that Rγ is not a radical line.

(a) If γ is a radical line ρ(i) is not short then there exists a short exact sequence in modB

0→Mγ →Mγ′ ⊕Mγ′′ ⊕ P (i)→MR2γ → 0.

(b) If γ is a radical line ρ(i) is short then there exists a short exact sequence in modB

0→Mγ →Mγ′ ⊕ P (i)→MR2γ → 0.

(c) If O(γ) does not contain any radical lines then γ is not short and there exists a short exact sequence
in modB

0→Mγ →Mγ′ ⊕Mγ′′ →MR2γ → 0.

Proof. For a proof see section C.4 of the appendix. �

Let {Riγ} denote the orbit of a 2-diagonal γ under the action of R. The next lemma says that except for
the case of the hexagon {Riγ} cannot consist entirely of radical lines.

Lemma 6.5. Let S be a checkerboard polygon of size at least 8, and let γ be a 2-diagonal in S that is not
short. For every orbit {Riγ} there exists some γ′ ∈ {Riγ} such that R(γ′) is not a radical line in S.

Proof. Suppose on the contrary that every 2-diagonal in {Riγ} is a radical line in S. Then in particular,
γ,Rγ,R2γ,R3γ are four distinct radical lines in S which we can label ρ(1), ρ(2), ρ(3), ρ(4) respectively. Each
pair of these arcs intersects, because γ is not short, and we obtain the following subquiver.

1 // ''
2

��

4oo

3

@@^^

This contradicts the assumptions on the quiver that every vertex is boundary, see Lemma 3.24. �

The main theorem of this subsection says that the exact sequences in modB discussed above give rise to
Auslander-Reiten triangles in CMPB.

Theorem 6.6. Let γ be a 2-diagonal in S.

(a) If γ is not short then
Mγ →Mγ′ ⊕Mγ′′ →MR2γ →Mγ [1]

is an Auslander-Reiten triangle in CMPB.
(b) If γ is short then

Mγ →Mγ′′ →MR2γ →Mγ [1]

is an Auslander-Reiten triangle in CMPB.

Proof. First suppose that γ is not short. Moreover, suppose that γ = ρ(i) such that R(γ) is not a radical
line or {Riγ} does not contain any radical lines, then we obtain a short exact sequence in CMPB as in
Proposition 6.4 (a) or (c) respectively. This sequence reduces to a triangle

(6.3) Mγ →Mγ′ ⊕Mγ′′ →MR2γ →Mγ [1]

by passing to CMPB. If the connecting map MR2γ → Mγ [1] where to be zero then taking its cone and
completing it to a triangle we obtain the following sequence.

Mγ →Mγ′ ⊕Mγ′′ →MR2γ
0−→Mγ [1]→MR2γ [1]⊕Mγ [1]

Then (Mγ′ ⊕Mγ′′)[1] ∼= MR2γ [1] ⊕Mγ [1] which is a contradiction, since all of these modules are distinct.
Therefore the connecting map MR2γ → Mγ [1] is nonzero, which means that the triangle in (6.3) gives a

nonzero element of Ext1
CMPB(MR2γ ,Mγ). By Theorem 4.20, we have Ω2Mγ

∼= MR2γ , so Corollary 6.2

implies that the triangle in (6.3) generates Ext1
CMPB(MR2γ ,Mγ). Since CMPB is a triangulated category

with inverse Auslander-Reiten translation given by Ω2 it follows that this triangle is an Auslander-Reiten
triangle in CMPB. Hence part (a) holds whenever γ = ρ(i) such that Rγ is not a radical line or whenever
{Riγ} does not contain any radical lines.
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Recall that the rotation R corresponds to Ω, which is the same as the inverse shift in CMPB. Then an
Auslander-Reiten triangle starting in MRiγ is obtained from the Auslander-Reiten triangle starting with Mγ

given in (6.3) by applying Ωi. This completes the proof of part (a), since every 2-diagonal γ′ in S either lies
in the same orbit under R as some radical line ρ(i), and by Lemma 6.5 we can always choose ρ(i) whose
rotation is not a radical line, or its orbit {Riγ′} does not contain any radical lines.

The proof of part (b) follows from in the same way as above starting from a short exact sequence in
Proposition 6.4(b). �

7. Main Result

We are now ready for the main result of the paper. It proves Conjecture 1.1 in a special case.

Theorem 7.1. Let B be a dimer tree algebra given by a quiver Q with potential that satisfies Definition 3.3
and such that every chordless cycle has length three. Let S be the polygon constructed in subsection 3.1
and, for every 2-diagonal γ in S, denote by fγ the morphism defined in subsection 4.1. Then the mapping
γ 7→ cokerfγ induces an equivalence of categories

F : Diag(S)→ CMPB

such that

(a) the radical line ρ(i) corresponds to the radical of the indecomposable projective P (i), for all i ∈ Q0,

F (ρ(i)) = radP (i).

(b) The clockwise rotation R of S corresponds to the inverse shift Ω and the counterclockwise rotation
R−1 to the shift Ω−1 in CMPB,

F (R(γ)) = ΩF (γ) and F (R−1(γ)) = Ω−1 F (γ).

(c) The square of the rotations corresponds to the Auslander-Reiten translations in CMPB,

F (R2(γ)) = τ−1 F (γ) and F (R−2(γ)) = τ F (γ).

(d) F induces a bijection between the 2-pivots in Diag(S) and the irreducible morphisms between inde-
composables in CMPB.

(e) F induces an isomorphism of Auslander-Reiten quivers

F : ΓDiag(S)→ ΓCMPB .

Proof. On indecomposable objects, the functor F is defined by F (γ) = cokerfγ . It is well-defined on objects
because the cokernel of fγ is a syzygy by Proposition 4.12 and it is indecomposable by Proposition 4.18.
The morphisms in Diag(S) are given by compositions of 2-pivots modulo mesh relations. The functor F is
defined on a 2-pivot by mapping it to the pivot morphism introduced in Definition 5.4. On compositions of
2-pivots, F is defined as the composition of the images. This is well-defined, because, as shown in subsection
6.2, F respects the mesh relations in Diag(S). Moreover, the dimension of HomDiag(S)(γ, δ) is either 0 or 1
for any pair of 2-diagonals γ, δ, and this shows that F is faithful.

The case where the polygon S has 6 sides is illustrated in Example 3.1. In this case, the theorem follows
by inspection. Indeed, the category Diag(S) has three indecomposable objects, the three 2-diagonals in S,
and the category CMPB also has three indecomposables, the three simple modules. The Auslander-Reiten
quiver of each category consists of three vertices and no arrows.

Suppose now that S has at least 8 sides.
Part (a) of the theorem is proved in Proposition 4.22 and part (b) in Theorem 4.20. Part (c) follows from

(b) and the fact that Ω2 = τ−1 in CMPB.
The Auslander-Reiten quiver of Diag(S) consists of a single connected component which is finite. The-

orem 6.6 shows that the functor F maps the Auslander-Reiten triangles in Diag(S) to Auslander-Reiten
triangles in CMPB, and 2-pivots in Diag(S) to irreducible morphisms in CMPB. Therefore, the image
of the Auslander-Reiten quiver of Diag(S) is a connected component Γ of the Auslander-Reiten quiver of
CMPB. We will show that this is the only component of the Auslander-Reiten quiver of CMPB. Sup-
pose there is another component Γ′. Suppose first that there exists a nonzero morphism f : M → M ′ with
M ∈ Γ,M ′ ∈ Γ′ indecomposable. Since f is not irreducible it must factor through one of the irreducible mor-
phisms (hence an arrow in Γ) g1 : M →M1 starting at M , thus f = f1g1 for some morphism f1 : M1 →M ′.
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Repeating the argument with f1 we get a factorization f = f2g2g1, where g2g1 is the composition of two
arrows in Γ. Continuing this way we obtain arbitrary long factorizations f = ftgt · · · g2g1, where gt · · · g2g1 is
a path in Γ. However, Γ is a finite component and the dimension of Hom(M,N) between two indecomposable
objects M,N in Γ is at most 1. Thus any composition of a large enough number of arrows in Γ is zero. This
implies that f = 0.

Therefore there is no nonzero morphism from Γ to Γ′. Let M ′ be an indecomposable object in Γ′ and
let f : P → M ′ be its projective cover. Let P (i) be an indecomposable summand of P . Then radP (i) is
the image of the radical line ρ(i) under our functor F . In particular, radP (i) lies in Γ. Now, since P (i) is
projective-injective in CMPB, the morphism f factors through τ−1radP (i). Thus there exists a nonzero
morphism τ−1radP (i)→M ′ from and object in Γ to an object in Γ′, a contradiction.

This shows that the Auslander-Reiten quiver of CMPB consists of a single finite connected component
that, under the functor F , is isomorphic to the Auslander-Reiten quiver of Diag(S). This shows part (e) of
the theorem and proves that the functor F is an equivalence. �

8. Consequences of the main result

In this section, we give some immediate corollaries of Theorem 7.1. Throughout the section, we let B be
a dimer tree algebra for which all chordless cycles are of length three.

8.1. Rigidity and τ-rigidity of syzygies. Recall that a B-module M is said to be rigid if Ext1
B(M,M) =

0.

Corollary 8.1. The the indecomposable syzygies over B are rigid B-modules.

Proof. Let M be an indecomposable syzygy over B. Under the equivalence of categories in Theorem 7.1, M
corresponds to a 2-diagonal in Diag(S) which, because of Lemma 2.8, is is a rigid object in Diag(S). Thus
M is rigid in CMPB. Now the result follows from Corollary 2.4. �

Corollary 8.2. Let M,N be indecomposable syzygies over B. Then the dimension of Ext1
B(M,N) ⊕

Ext1
B(N,M) is equal to the number of crossing points between the corresponding 2-diagonals. In partic-

ular, the dimension is either 1 or 0.

Proof. This follows from the equivalence of categories of Baur and Marsh in Theorem 2.7 together with
Theorem 7.1 and Proposition 2.3. �

The question of τ -rigidity is much more subtle. This is because the Auslander-Reiten translation τCMPB

in the syzygy category is different from the Auslander-Reiten translation τB in the module category modB.
Recall that a B-module is said to be τ -rigid if HomB(M, τBM) = 0, see [AIR]. Since B is a 2CY-tilted

algebra, there is a bijection between indecomposable τ -rigid B-modules and indecomposable rigid objects in
the cluster category of B, and hence with the cluster variables in the corresponding cluster algebra.

In general, the indecomposable syzygies over a 2CY-tilted algebra are not τ -rigid, see the example below.
For the 2CY-tilted algebras B considered here however, we conjecture the following.

Conjecture 8.3. Let B be a 2-Calabi-Yau tilted algebra whose quiver satisfies Definition 3.3. Then the
indecomposable syzygies are τ -rigid in modB.

If the conjecture holds then the 2-triangulations of the checkerboard polygon S correspond to (non-
maximal) sets of compatible cluster variables in the cluster algebra of Q. We think it would be interesting
to study the completions of these partial clusters in the cluster algebra as well as in modB.

We give an example of a 2CY-tilted algebra that does not satisfy Definition 3.3 for which the conjecture
fails.

Example 8.4. Let B be the 2-Calabi-Yau tilted algebra of type Ã2,1 with quiver

2
β

((1

α
66

3
σ

oo
γoo
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bound by the relations αβ = βγ = γα = 0. Then radP (2) =
3
1
2

is an indecomposable syzygy which has a

nonzero morphism into τ radP (2) =
2
3
1

. Note that the algebra B does not satisfy the condition (Q1) because

the quiver has no chordless cycles. On the other hand, the syzygy category of B is finite.

8.2. Syzygies and cosyzygies. Recall from Section 2.2 that the Auslander-Reiten translations induce
equivalences of categories

(8.1) τ : CMPB → CMIB τ−1 : CMIB → CMPB.

Thus it follows immediately from Theorem 7.1 that CMIB is also equivalent to the category of 2-diagonals
Diag(S), Thus every 2-diagonal γ defines a morphism f∗γ : I0(γ)→ I1(γ) between injective modules such that
ker f∗γ ∈ CMIB is a cosyzygy. In particular, the indecomposable projective P (j) is a direct summand of
P1(γ) if and only if the indecomposable injective I(j) is a direct summand of I0(γ), while the indecomposable
projective P (i) is a direct summand of P0(γ) if and only if the indecomposable injective I(i) is a direct
summand of I1(γ). Therefore the Nakayama functor ν = DHomB(−, B) gives the following commutative
diagram with exact rows

P1(γ)
fγ //

ν

��

P0(γ) //

ν

��

Mγ
// 0

0 // τBMγ
// I0(γ)

f∗γ // I1(γ)

It follows that the syzygy Mγ in CMPB and its Auslander-Reiten translation τBMγ in CMIB are both
represented by the same 2-diagonal γ in Diag(S). We have proved the following result.

Corollary 8.5. The following diagram commutes.

CMPB
τ // CMIB

Diag(S)

cok fγ

OO

1 // Diag(S)

ker f∗γ

OO

9. Examples

In this section we give several examples.

Example 9.1. Let Q be the quiver

13 // 11 //

~~

12

~~
9

��

7

OO

// 8

OO

~~
1

OO

��

3oo

OO

//

��

5

OO

��
10

??

2oo

??

4oo // 6

``

The corresponding checkerboard polygon has 24 vertices and is depicted in Figure 11. The 2-diagonal γ
that runs from the boundary vertex 18 to the boundary vertex 9 is drawn in red. Its crossing sequence is
(2, 1), (3, 4), (6, 5), (8, 7). The corresponding syzygy Mγ is the cokernel of the associated morphism

fγ : P (1)⊕ P (4)⊕ P (5)⊕ P (7) −→ P (2)⊕ P (3)⊕ P (6)⊕ P (8).
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Figure 11. Checkerboard polygon for the quiver in Example 9.1.

The matrix of fγ is 
2 ; 1 0 0 0
3→ 1 3→ 4 3→ 5 3→ 7

0 0 6 ; 5 6 ; 7
0 0 0 8 ; 7


The rotation R(γ) is the 2-diagonal from boundary vertex 10 to boundary vertex 19. This is the radical line
ρ3. The corresponding syzygy is the radical of P (3) which is also given by the cokernel of the morphism

fR(γ) : P (9)⊕ P (2)⊕ P (6)⊕ P (8) −→ P (1)⊕ P (4)⊕ P (5)⊕ P (7)

whose matrix is equal to 
1→ 9 1→ 2 0 0

0 4→ 2 4→ 6 0
0 0 5→ 6 5→ 8
0 0 0 7→ 8


We have the following projective resolution.

· · · // P2(γ)
fR(γ) // P1(γ)

fγ // P0(γ) // Mγ
// 0

Example 9.2. In this example we classify the quivers whose checkerboard polygon has 6,8 or 10 vertices. The
quivers are listed below and the polygons are given in the same order in Figure 12.
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Figure 12. All checkerboard polygons up to 10 vertices.
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Figure 13. Three checkerboard polygons together with their quiver.

Example 9.3. Figure 13 shows three checkerboard polygons S together with their respective quiver Q. The
three quivers have 8 vertices, while the three polygons respectively have 10, 12 and 14 vertices. The two
quivers on the left are of Dynkin type E8 or Grassmannian type Gr(3, 8). The quiver on the right is of affine

type Ẽ7.
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Figure 14. An arc γ traverses a white region W and contains two pairs (ix, jx), (iy, jy) in
its crossing sequence. In this case Q(W ) = Q(W,γ).

Appendix A. Proofs of section 4

This is the first of three appendices which provide detailed proofs for sections 4, 5, and 6.

A.1. Properties of fγ. In this section we establish certain properties of the map fγ , and in particular of
valid paths in the quiver Q. These results will be important for many proofs.

A.1.1. Construction of Q(γ). Here we define a full subquiver Q(γ) of Q determined by the crossing sequence
for γ. This quiver will be instrumental during the remainder of the paper. We begin with considering the
portion of the subquiver coming from two consecutive crossing pairs.

Let W be a white region in S with bounding radical lines labeled w1, w2, . . . , wm in the clockwise orienta-
tion such that w1 and wm are attached at the boundary of S. Recall that by Lemma 3.12(a) a white region
has either an edge with two vertices or a single vertex on the boundary of S. Suppose that an arc γ enters W
by crossing two of its boundary edges wx, wx+1 either in the order wx, wx+1 or wx+1, wx. Similarly, suppose
γ exits W by crossing two of its boundary edges wy, wy+1 either in this order or the opposite order. For an
example see Figure 14. Let Q(W ) be the full subquiver of Q on vertices w1, . . . , wm. Note that three consec-
utive vertices wl, wl+1, wl+2 for l = 1, . . . ,m− 2 form a 3-cycle in Q with arrows wl → wl+1 → wl+2 → wl.
Also, let Q(W,γ) be the full subquiver of Q(W ) with vertices wx, wx+1, . . . , wy, wy+1 if x < y or with vertices
wx+1, wx, . . . , wy+1, wy if x > y. Then there are four possibilities for Q(W,γ) depending on the relationship
between x and y, and whether there is an even or odd number of vertices in Q(W,γ). See Figure 15.
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��
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// · · · // wy+1
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//
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· · · //
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wy+1
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wx+1
// wx−1

//

ee

· · · //

cc

wy+2

cc
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cc

Figure 15. The four possibilities for Q(W,γ). Cases (a) and (b) occur when x < y, and
cases (c) and (d) occur when x > y. The step from x to y is rectangular in cases (a) and
(c) and it is trapezoidal in cases (b) and (d). Vertices of the same color represent the same
degree of crossings between the corresponding edges and γ.
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γ

W

W ′

wy

wy+1

wy+2

wy−1

w′x′

w′x′+1

w′x′−1

w′x′+2

Figure 16. An arc γ traverses a pair of consecutive white regions W,W ′.

We say that a step from x to y in the crossing sequence for γ is rectangular if Q(W,γ) has an even number
of vertices and the step from x to y is trapezoidal if Q(W,γ) has an odd number of vertices.

Now, we analyze the subquiver of Q determined by three consecutive crossing pairs in the crossing sequence
for γ. By the above we obtain a subquiver determined by two consecutive pairs and we want to analyze
how to piece these subquivers together. For this construction it will not be important whether each of the
steps is rectangular or trapezoidal, but the key distinction will be whether these steps are forward or not.
Let W,W ′ be two white regions that are traversed consecutively by γ. Let w1, . . . , wm and w′1, . . . , w

′
m′ be

the bounding radical lines of W and W ′ respectively, labeled clockwise around the white region such that
w1, wm, w

′
1, w

′
m′ meet the boundary of S in W,W ′. Then γ crosses wx, wx+1, wy, wy+1 in W and γ crosses

w′x′ , w
′
x′+1, w

′
y′ , w

′
y′+1 in W ′, where w′x′ = wy and wy+1 = w′x′+1 is the unique pair of edges in W ∩W ′ that

is crossed by γ. Moreover, there is an arrow between wy and wy+1 which we call the connecting arrow, see
Figure 16. The subquivers Q(W,γ) and Q(W ′, γ) share this connecting arrow. There are four cases coming
from (x < y or x > y) and (x′ < y′ or x′ > y′), see Figure 17. The connecting arrow is labeled α. These
quivers are fundamentally different in the following sense.

• Q(W,γ) and Q(W ′, γ) share no other vertex besides the two endpoints of the connecting arrow if
(x < y and x′ > y) or (x > y and x′ < y). In this case the connecting arrow is an interior arrow of
the quiver on vertices Q(W,γ)0 ∪Q(W ′, γ)0. The subsequences of the crossing sequence for γ from
x to y′ and from y′ to x are not forward.

• Q(W,γ) and Q(W ′, γ) share a 3-cycle containing the connecting arrow if (x < y and x′ < y) or
(x > y and x′ > y). In this case the connecting arrow is a boundary arrow of the quiver on vertices
Q(W,γ)0 ∪ Q(W ′, γ)0. The subsequence of the crossing sequence for γ from x to y′ is forward if
(x > y and x′ > y) and from y′ to x is forward if (x < y and x′ < y).

Given any subsequence of the crossing sequence for γ made up of consecutive crossing pairs we can use
the above construction recursively to construct a subquiver Q(γ) of Q. In order to define the quiver Q(γ)
for the entire crossing sequence we first consider the case when γ crosses only one side of a shaded region S.
This occurs only at the endpoints of γ when S lies on the boundary of S. Then γ starts at the boundary
of S traverses S and crosses a radical line wx as it exits the shaded region and enters a white region W . As
γ traverses W and exits the white region it crosses another set of radical lines wy, wy+1 or a single line wy.
Label the boundary of W by w1, . . . , wm in the clockwise direction as before. Since S lies on the boundary
of S it follows that wx is either the first or the last edge in W , so x = 1 or x = m. If γ crosses only a
single radical line wy as it exits W then y = m or y = 1 respectively. Moreover, the crossing sequence for
γ is (wx), (wy), and it does not contain any crossing pairs. In this case we define Q(γ) = Q(W ) to be the
full subquiver of Q on the vertices w1, . . . , wm. If γ crosses two radical lines wy, wy+1 as it exits W then
the crossing sequence for γ starts with (wx), (wy, wy+1) if wy is of degree 0 or (wx), (wy+1, wy) if wy+1 is of
degree 0.. We define Q(W,γ) to be the full subquiver of Q(W ) on vertices w1, . . . , wy, wy+1 if x = 1 or the
full subquiver of Q(W ) on vertices wy, wy+1, . . . , wm if x = m. We define Q(W,γ) similarly if γ crosses a
single edge of a shaded region as it exits W .
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Figure 17. The subquivers of Q on vertices Q(W,γ)0 ∪ Q(W ′, γ)0. Vertices of the same
color represent the same degree of crossings between the corresponding edges and γ.

Definition A.1. Let γ be a representative of a 2-diagonal. The crossing sequence for γ determines a
collection of subquivers Q(W1, γ), . . . , Q(Wt, γ) for some t ≥ 1, and define Q(γ) to be the full subquiver of
Q on vertices Q(W1, γ)0 ∪ · · · ∪Q(Wt, γ)0.

In particular, Q(γ) is obtained by piecing together Q(Wi, γ) according to the construction in Figure 17.

A.1.2. Valid paths. Now we study properties of valid paths appearing in the definition of the map fγ .
Suppose γ crosses pairs of radical lines wx, wx+1 and then wy, wy+1. Then there are two consecutive

crossing pairs (ix, jx), (iy, jy) in the crossing sequence for γ where the following sets are equal {wx, wx+1} =
{ix, jx} and {wy, wy+1} = {iy, jy}. The next lemma is formulated in terms of valid paths, but it says that
ix and iy (respectively jx and jy) appear diagonally opposite from each other in Q(W,γ). First, we make
the following observation.

Remark A.2. Consider the quiver determined by two consecutive crossing pairs wx, wx+1 and wy, wy+1 given
in Figure 15. We observe that if a > b and a and b have the same parity then there is a valid path from wa
to wb in Q and there is no valid path from wb to wa.

Lemma A.3. If (ix, jx), (iy, jy) are two consecutive crossing pairs for a 2-diagonal γ then exactly one of
the following is true:

(i) there is a valid path from ix to jy and a valid path from jx to iy in Q;
(ii) there is a valid path from iy to jx and a valid path from jy to ix in Q.

Proof. By Remark A.2, in order to prove the lemma it suffices to show that if ix = wa for a ∈ {x, x + 1}
then jy = wb for b ∈ {y, y + 1} such that a and b have the same parity. Now, we consider the orientation of
the radical lines in the surface S and the orientation of the arc γ. By Lemma 3.25 the radical lines along a
white region alternate in direction. Hence, if γ crosses wa and wb, such that a and b have the same parity,
then γ crosses the two radical lines in opposite directions. That is, if wa crosses γ from left to right then wb
crosses γ from right to left and vice versa. This completes the proof. �

Remark A.4. The above lemma implies that in the crossing sequence for γ either the step from x to y is
forward or the step from y to x is forward but not both, where x and y are consecutive. For example, in
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Figure 18. The quiver Q(γ) in the proof of Lemma A.6.

Figure 15 the step from x to y is forward in cases (c) and (d), and the step y to x is forward in cases (a)
and (b).

Remark A.5. Let (ix, jx), (iy, jy) be two consecutive crossing pairs for γ contained in a white region W
traversed by γ. Then valid paths from ix ; jy or jx ; iy are subpaths of maximal valid paths of W ,
see Definition 3.14. In particular, these paths correspond to moving counterclockwise around the boundary
edges of W .

This completely describes valid paths coming from two consecutive crossing pairs. Next, we consider valid
paths determined by three or more consecutive crossing pairs.

Lemma A.6. Let (is, js), (is+1, js+1), . . . , (it, jt) be a forward subsequence of the crossing sequence for γ ∈
Diag(S). If t − s ≥ 2 then at most one of the paths is ; jt, js ; it is valid, and if t − s = 2 then exactly
one of these paths is valid.

Proof. We consider the portion of the quiver Q(γ) coming from the first three crossing pairs (is, js),
(is+1, js+1), (is+2, js+2). Since the steps from s to s + 2 are forward, Q(γ) will look like the last quiver
in Figure 17. There are four possibilities depending on the direction of the arrow between is and js and
whether the step from s to s+ 1 is rectangular or trapezoidal, see Figure 18. By Lemma A.3 there are valid
paths is ; js+1 and js+1 ; is+2, which says that in the figure js+1 is directly horizontally from is and
is+2 is directly above or below js+1. This justifies the particular labeling of i, j vertices in the figure with
subscripts s + 1 and s + 2. Moreover, we label the remaining vertex of the 3-cycle in Q(γ) containing il, jl
by kl for l = s, s+ 1, . . . , t.

In cases (ii) and (iii) of Figure 17 any path starting in is and ending in jt with t− s ≥ 2 passes through
vertex ks+1. In particular, such a path is not valid because the path is ; ks+1 is not valid. Similarly, in
cases (i) and (iv) any path starting in js and ending in it with t − s ≥ 2 passes through ks+1 and it is not
valid. Moreover, if t− s = 2 we see that in cases (ii) and (iii) there is a valid path js ; is+2 and in cases (i)
and (iv) there is a valid path is ; js+2. This shows the lemma. �

The following lemma describes the relationship between rectangular and trapezoidal steps and valid paths.

Lemma A.7. (Rectangle-Trapezoid Lemma) Let (is, js), (is+1, js+1), . . . , (it, jt) be a forward subsequence of
the crossing sequence for some γ. Then the following properties hold.
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(1a) If the step from l+ 1 to l+ 2 is rectangular for l = s, . . . , t− 3 then either there exists a pair of valid
paths wl : il ; jl+2, wl+1 : jl+1 ; il+3 or there exists a pair of valid paths wl : jl ; il+2, wl+1 :
il+1 ; jl+3, and there is no valid path from il to jl+3 or from jl to il+3.

(1b) If the step from l + 1 to l + 2 is trapezoidal for l = s, . . . , t − 3 then there is exactly one valid path
either il ; jl+3 or jl ; il+3.

(2) There is a valid path is ; jt or a valid path js ; it if and only if all the steps from s + 1 to t − 1
are trapezoidal.

(3) If there is a valid path is ; jt then there are valid paths il ; jl′ for all l, l′ = s, s + 1, . . . , t with
l < l′.

(4) If there exist valid paths is ; ju and it ; jw with s < t < u < w then there exists a valid path
is ; jw.

Proof. Parts (1a) and (1b) of the lemma follow from the structure of quivers below. Here we only depict the
case when there is an arrow jl+1 → il+1, and the quivers in the case when there is an arrow il+1 → jl+1 are
obtained from these by interchanging the labels of all i’s and j’s.

il+3 jl+3
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...

OO
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OO
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//
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To show part (2) first suppose that there exists some l with s ≤ l ≤ t − 3 such that the step from l + 1
to l+ 2 is rectangular. Then Q(γ) contains as a full subquiver the quiver given (1a) above, where the labels
of all i’s and j’s may be interchanged. Then a path w from is to jt passes through some vertices in the
rectangular portion of the quiver determined by il+1, jl+1, il+2, jl+2. In particular, w enters this rectangle
at vertex kl+1 or il+1 and exit the rectangle at vertex kl+2 or il+2. Then w contains two arrows in the
same 3-cycle, which shows that it is not a valid path. Now, suppose that all steps from s + 1 to t − 1 are
trapezoidal. Then we have the following subquiver of Q(γ) if there is an arrow js+1 → is+1, and the labels
of all i’s and j’s interchange if instead there is an arrow is+1 → js+1.
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We remark that the number of vertices in the quiver between two consecutive crossing pairs does not
necessarily increase as the figure might suggest, this is only a convenient way to draw the quiver, which looks
like it is spiraling out from the center as we move from s to t. Here we see that there is a valid path from is
to jt that passes through vertices ks+1, ks+2, . . . , kt−1 in this order. Moreover, there is no valid path from js
to it in this case. This shows part (2) of the lemma.

To show part (3), suppose that there is a valid path is ; jt. If t = s + 1, then the statement holds
trivially, and if t = s+ 2 then the statement follows from Lemma A.3. Finally, if t ≥ s+ 3, then part (2) of
this lemma implies that all steps from s+ 1 to t− 1 are trapezoidal. Moreover, since is ; jt is valid, rather
than js ; it being valid, then there is an arrow jl → il for all l = s + 1, . . . , t − 1 as in the quiver above.
Because all the steps from s+ 1 to t− 1 are trapezoidal, then again part (2) of this lemma implies that that
there are valid paths il ; jl′ for all l, l′ = s, . . . , t and l < l′. This shows part (3) of the lemma.

Now we show the last part of the lemma. If the sequence s, t, u, w is consecutive, then the step from t to
u must be trapezoidal since we have a pair of valid paths is ; ju, it ; jw, see parts (1a) and (1b) of the
lemma. Thus part (1b) of the lemma implies that there is a valid path is ; jw and completes the proof in
this case.

If the sequence s, t, u is consecutive and w > u+1 then all the step from u to w−1 are trapezoidal by part
(2) of the lemma. Moreover, if the step form t to u is rectangular then (1a) together with the existence of
a valid path is ; ju implies that there is a valid path jt ; iu+1. Then Lemma A.6 implies that there is no
valid path it ; ju+1. Thus by part (3) of the lemma there is no valid path it ; jw, which is a contradiction.
Thus the step from t to u is trapezoidal. In particular, all steps from t to w − 1 are trapezoidal and (2)
yields a valid path is ; jw.

The case when t, u, w is consecutive and s < t− 1 is similar. It remains to consider the case when s, t, u is
not consecutive and t, u, w is not consecutive. In this situation all steps from s+ 1 to w − 1 are trapezoidal
by (2), and again by (2) there is a valid path is ; jw. This completes the proof of (4). �

Lemma A.8. Let γ be a representative of a 2-diagonal in S. If in the crossing sequence for γ all steps from
s to t are forward then there are no valid paths in Q from is to it or from js to jt.

Proof. If |s− t| = 1 then the statement follows from the structure of the quiver Q(γ) depicted in Figure 15.
Indeed, is, it are vertices of a rectangle or a trapezoid that are diagonally opposite from each other by
Lemma A.3, so any path is ; it uses two arrows in the same 3-cycle and hence it is not valid. Similar
statement holds for js, jt.

If |s− t| = 2, then lemma follows from the quivers in Figure 18. Now, suppose that |s− t| > 2 and without
loss of generality assume t > s. If there is a rectangular step from l + 1 to l + 2 for some l ∈ {s, . . . , t− 3},
then the quiver Q(γ), up to interchanging all i’s and j’s, is given in picture (1a) in the proof of Lemma A.7.
We see that any path is ; it or js ; jt passes through the rectangle determined by il+1, il+2, jl+1, jl+2. In
particular, it cannot be valid. If all the steps from s+ 1 to t− 1 are trapezoidal, then the quiver Q(γ), up to
interchanging all i’s and j’s, is given in picture (2) in the proof of the same lemma. Again we observe that
there are no valid paths from is to it or from js to jt. �

A.1.3. Relations in B. In this section we prove two lemmas describing the structure of certain paths in Q
that compose to zero or commute in the algebra B.

Recall from Section 3.1.1 that the trunk of the dual graph of Q consists of chordless cycles connected by
interior arrows.

Lemma A.9. Let η be a nonzero path in the algebra B such that the composition αη = 0 for some arrow
α. Then up to commutativity η starts with η′ where

(a) η′ = β1δ1 such that α, β1, δ1 are arrows in the same 3-cycle, or
(b) η′ = β1 . . . βk such that α, β1 are arrows in the same 3-cycle, β1, . . . , βk are arrows that lie in distinct

3-cycles C1, . . . , Ck such that the path C1 • C2 • . . . • Ck is in trunk of the dual graph
of Q where Ck is a leaf. In particular, there is the following subquiver of Q.

•
β1 // •

β2 //
C1

||

• //
C2

||

· · · // •
βk−1 // •

βk //

||

•

δk

Ck

||
• //

α
OO

• //

OO

• //

OO

· · · // • //

OO

•

OO
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Proof. Let η′ be a minimal nonzero subpath of η appearing at the start of η such that αη′ = 0. Since
αη′ = 0 we may choose (up to commutativity) the first arrow in η′ to be β1 such that α, β1 lie in a common
3-cycle C1. Let δ1 be the third arrow in C1. Moreover, αβ1 must lie in a relation that propagates further
via commutativity and zero relations in B that results in αη′ being zero.

If η′ = β1 then δ1 is a boundary arrow, and we obtain case (a) of the lemma.
Suppose η′ consists of at least two arrows β1β2. By minimality of η′ the composition αβ1 6= 0. Then the

arrow δ1 is not boundary, and there exist arrows α′, β′1 such that αβ1 = α′β′1, see the quiver below on the
left.

• ε2 // •
δ2

��
•

β1 // •
β2 //

δ1

��

• •
β1 //

ε1

OO

•
δ1

��

β2

OO

•
α′
//

α

OO

•
β′1

OO

•
α′
//

α

OO

•
β′1

OO

If β2 = δ1, then α1β1δ1 = 0 and η′ = β1δ1 by the minimality of η′. This gives case (a) of the lemma. If
the second arrow in η′ is β2 6= δ1, then αη′ starts with αβ1β2 = α′β′1β2. Because η′ 6= 0 but αη′ = 0 then
β1β2 or β′1β2 lie in a relation. Thus, one of the paths β1β2 or β′1β2 lies in a 3-cycle. We claim that the former
case is not possible.

Suppose on the contrary that β1β2 lies in a 3-cycle, and let δ2 be the third arrow in this 3-cycle. Because
β1β2 6= 0 it follows that δ2 is not a boundary arrow. Then there exists another 3-cycle containing δ2 and
two other arrows ε1, ε2, see the quiver above on the right. Note

αβ1β2 = αε1ε2 = α′β′1β2 6= 0.

The arrows α, ε1 cannot belong to a common 3-cycle, because t(α) would be an interior vertex of Q, which is
a contradiction. Thus there is no relation on the path αε1. Then 0 = αη′ = αε1ε2η

′′ implies 0 = ε1ε2η
′′ = η′,

a contradiction. This shows the claim that β1β2 cannot lie in a 3-cycle.
Then β2, β

′
1 lie a common 3-cycle C2. Let δ2 be the third arrow in C2. If δ2 is a boundary arrow, then

αβ1β2 = 0 and η′ = β1β2, and case (b) of the lemma is satisfied. If δ2 is not a boundary arrow then αη′ is
equivalent to a path starting with α′β′′2β

′
2, where δ2, β

′′
2 , β

′
2 form another 3-cycle containing δ2. Note that

α′, β′′2 cannot lie in a common 3-cycle, because t(α′) would be an interior vertex of Q. Thus, there are no
more commutativity moves possible that involve only the first three arrows in αη′.

•
β1 // •

β2 //

δ1��

•

δ2��
•

α′
//

α

OO

•
β′1

OO

β′′2

// •
β′2

OO

Next we can continue in the same way considering the next arrow in η′. Eventually, we obtain η′ = β1 . . . βk
for some k as in the quiver in the statement of the lemma where the arrow δk is boundary. �

Lemma A.10. Let α be an arrow and η = β1 . . . βk be a path in the quiver Q that lie in the full subquiver
of Q shown below. Suppose αη′ = ην is a nonzero path in B for some paths η′, ν. Then up to commutativity
ν starts with the arrow α′.

• // • //

��
· · · // • // •

��
•

α
OO

β1

// •
β2

//

OO

· · · // •
βk

//

OO

•
α′
OO

Proof. By the assumptions of the lemma, we have the full subquiver of Q as in Figure 19, where we label
the vertices x1, . . . , xk+1 and y1, . . . , yk+1. Moreover, since αη′, ην are two equal nonzero path in B, then
they end in some common vertex c. Since there are no cycles in B by Proposition 3.30, then the two paths
do not self-intersect.

We claim that the path η′ starts with the arrow α1. Suppose not. Then η′ is a path starting in x1 and
ending in c that does not pass through x2. We show the two possibilities for η′ in Figure 19. If η′ is the
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∗ x1
α1 //

η′

��##

x2
α2 //

}}

· · · // xk
αk // xk+1

{{
y1

α
OO

β1

// y2
β2

//
ε2

OO

· · · // yk
βk

//
εk

OO

yk+1

α′
OO

ν ''

η′

55 c

Figure 19. Proof of Lemma A.10.

upper path then x2 is an internal vertex, and if η′ is the lower path then y1 is an internal vertex. This shows
the claim that η′ starts with the arrow α1.

Now we have η′ = α1η
′′ for some path η′′ and we obtain the following equalities of nonzero paths.

αη′ = αα1η
′′ = β1ε2η

′′ = β1β2 . . . βkν = ην

In particular, ε2η
′′ = β2, . . . , βkν are nonzero paths in B. By the same reasoning as before we can show that

that first arrow in η′′ is α2. Continuing in this way we obtain the equality

εkαkη
(k+1) = βkα

′η(k+1) = βkν

for some path η(k+1) starting in xk+1 and ending in c. Therefore, α′η(k+1) = ν, and we obtain that up to
commutativity ν starts with the arrow α′. This completes the proof of the lemma. �

A.2. Exactness. Here we prove Proposition 4.12, see Proposition A.16 at the end of this subsection.

Lemma A.11. Let γ,R(γ) be a pair of compatible arcs in S. Then fγ ◦ f̄R(γ) = 0.

Proof. Let A = fγ , B = f̄R(γ) be two matrices with entries A = (ah,l), B = (bh,l). To prove the lemma we
need to show that the product AB is zero. The (s, t)-entry of the matrix AB is the following sum of products
of paths ∑

l

fγis,jl f̄R(γ)jl,it

from is in the crossing sequence for γ to it in the crossing sequence for R(γ). This is trivially zero if for all l
in the crossing sequence for γ the step from s to l is not forward or if in the crossing sequence for R(γ) the
step from l to t is not forward. Now, we fix t such that there exist l and s such that all steps from s to l
are forward and all steps from l to t are forward. We may index the crossing pairs in the crossing sequences
so that s ≤ l ≤ t. Let Bt be the t-th column of B and let l ≤ t− 1 be least integer such that bl,t is a valid
path. Then either l = 1 or bl−1,l+1 is not a valid path in B, because by Lemma A.6(4) it would yield a valid
path bl−1,t contradicting minimality of l.

Next, we study the structure of valid paths in the matrix A given below, where valid paths are denoted by
?. Let ∆(l, t) denote the triangular region in A or B whose vertices are at positions (l, t), (l, l+ 2), (t− 2, t).
Since bl,t up to sign is a valid path jl ; it then every path in ∆(l, t) in B is also valid by Lemma A.7(3).
By Lemma A.6 each entry of A in ∆(l, t) is zero, and thus again by Lemma A.7(3) each entry of A in the
rectangular region above ∆(l, t) is zero. The entry al−1,l+1 in A is a valid path, because otherwise the entry
bl−1,l+1 in B would be a valid path by Lemma A.6 and we have seen above that bl−1,l+1 is not valid.
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i1j1

γ

i1 // •
~~

// · · · // j2

~~
j1

OO

// · · · // k //
��

i2

OO

��
...

��

...

��
i3 j3

Figure 20. Proof of Lemma A.11.

k l l+1 l+2 t

. . .
k ? ? 0 0 ··· ··· ··· 0 0 ··· ··· 0
k+1 0 ? ? ? ? ··· ··· ? 0 ··· ··· 0

0 ? ? ? ··· ··· ? 0 ··· ··· 0

0
. . .

. . .
...

...
0 ? ? ? ? 0 ··· ··· 0

l−1 0 ? ? ? 0 ··· ··· 0
l 0 ? ? 0 ··· ··· 0
l+1 0 ? ? 0 ··· 0

0
. . .

. . .
. . .

...
t−2 0 ? ? 0
t−1 0 ? ?
t 0 ?

. . .

Let k be the least positive integer such that ak+1,l+1 is valid, or, if no such k exists, we let k = 1. Then
every entry in A in the triangle ∆(k+1, l+1) is a valid path by Lemma C.1(3), and ak,l+1 = 0 by minimality
of l. Therefore,

ak,k+2 = ak,k+3 = · · · = ak,l+1 = 0

by Lemma A.7(4). Then Lemma A.7(3) implies that every entry ah,k+2, . . . , ah,l+1 with h ≤ k is zero.
If l > 1, then multiplying ABt yields a vector whose first k entries are zero. The s-th entry of ABt for

k + 1 < s < t− 1 is a difference of two paths is ; jl ; it, is ; jl+1 ; it, which is zero, because all parallel
paths in Q are equal in B by Proposition 3.31. The t-th entry of ABt is a single path it ; jt ; it, which is
zero, because there are no cycles in B by Proposition 3.30.

If l = 1 then k = 1. In addition, if the first row of A contains two nonzero entries then the same argument
as above implies that ABt yields a vector whose first t entries are zero. Now suppose l = 1, but the first row
of A contains only a single entry. Then the crossing sequence for γ starts with (i1), (i2, j2) and the first row
of A contains a single path i1 ; j2. In particular, there is no valid path from i1 to j3. It suffices to show
that the first entry in ABt is zero. Since the crossing sequence for γ starts with (i1), (i2, j2), then we are in
the situation of Figure 20 on the left, where the arrow j1 → i1 is a boundary arrow. Moreover, since there
is no valid path i1 → j3, then we have the corresponding quiver as in Figure 20 on the right.

The first entry in ABt is a composition i1 ; j2 ; it, for some t ≥ 2. From the quiver we see that this
path is zero, because it would start with the path i1 ; k, which is zero, because j1 → i1 is a boundary
arrow. This shows that in all cases ABt is zero in the first t entries.

Finally, if the step from t to t+ 1 is forward, then remaining entries t+ 1, t+ 2, . . . are zero since bh,t = 0
for all h ≥ t+ 1. If the step from t to t+ 1 is not forward, then we let l′ ≥ t+ 1 be the largest integer such
that bl′,t 6= 0, and we let k′ be the largest positive integer such that ak′−1,l′−1 is valid. Then we consider the
structure of A in rows t, t + 1, . . . , k′, which is analogous to the one we have above but instead A is lower
triangular in that region instead of being upper triangular. Then a similar argument as before shows that
ABt is zero in positions greater than t. Because t was arbitrary this shows that AB = 0. �

The above lemma says that in particular Im f̄R(γ) ⊂ kerfγ . The rest of this section is dedicated to showing
the reverse inclusion. We shall need three preparatory lemmas. In the first, we consider special cases which
we treat separately.
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Case 1 Case 2

a b

W1

W2

W3
i

i

j

j

i′

i′ j′
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Figure 21. Proof of Lemma A.12.

a b

W2 W3

i

i j

j i′j′

a b

W2

W3

i

j j′

i′k′

γ
R(γ)

γ
R(γ)

Figure 22. Cases (1.1) and (2.3) in the proof of Lemma A.12.

Lemma A.12. Let γ be an arc in S such that the crossing sequence for γ consists of n − 1 steps that go

forward from 1 to n. Let x = [ x1 0 ··· 0 ]
T ∈ ker fγ , where x1 is a nonzero path in Q. Then x ∈ Im f̄R(γ).

Proof. We need to consider the following cases separately, see Figure 21. These cases represent all possible
starting configurations for γ and R(γ). The starting point a of γ is a boundary point of the checkerboard
polygon S, and the boundary edge incident to it in clockwise direction is either in a white region W2 (case
1) or in a shaded region (case 2). The terminal point b of R(γ) is the other endpoint of this edge.

Recall that an edge between i, j in a crossing pair represents an arrow i → j or j → i. The crossing
sequence for γ will start in one of the following ways.

( i1 j1 ), ( i2 j2 ), . . . or

(i0), ( i1 j1 ), ( i2 j2 ), . . . or

(j0), ( i1 j1 ), ( i2 j2 ), . . .

The path x1 is an element of the first indecomposable summand P (j′) of P1(γ). Thus s(x1) = j′ = j1 in
the first two cases and s(x1) = j′ = j0 in the third case.

Now we distinguish eight difference cases in the crossing sequences for γ and R(γ), where the first three
come from case 1 and the remaining five come from case 2 as in Figure 21. Here recall that, because the
direction of γ and R(γ) changes, it follows that if (i, j) is a crossing pair for γ, and R(γ) also crosses i, j,
then (j, i) is a crossing pair of R(γ).

Cases The crossing sequences start with
(1.1) (i′ → j′) for γ and (j′) for R(γ), where i′ → j′ is a boundary arrow.
(1.2) (i) for γ and (i→ j) for R(γ), where i→ j is a boundary arrow.

(1.3) ( i1 j1 ) for γ and ( j1 i1 ) for R(γ), where i1 j1 is an interior arrow coming from W2.

(2.1) (i) for γ and (j′), (i→ j) for R(γ), where i→ j is a boundary arrow.

(2.2) ( i1 j1 ) for γ and (j′), ( j1 i1 ) for R(γ), where i1 j1 is an interior arrow coming from W2.

(2.3) (i′ → k′) for γ and (k′ → j′) for R(γ), where there is a 3-cycle i′ // k′ // j′cc with j′ → i′ a boundary
arrow.

(2.4) (i′), ( i1 j1 ) for γ and ( j1 i1 ) for R(γ), where i1 j1 is either an interior arrow coming

from W3 or the other boundary arrow coming from W3, provided W3 has a boundary edge.

(2.5) (i′), ( i1 j1 ) for γ and (j1) for R(γ), where i1 j1 is the other boundary arrow from W3,

provided W3 has no boundary edge.

We only provide the details of the proof in the cases (1.1), (2.3), and (2.4), because the other cases are
proved in a similar way.
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a b

W2
W3

i

j j′
i′

γ

R(γ)

i1 j1
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W2
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i′ γ

R(γ)

i1

j1

Figure 23. Case (2.4) in the proof of Lemma A.12.

Case (1.1) In this case the arc γ starts in vertex a, enters the white region W2, then crosses i′, j′ and
enters the white region W3. Then the corresponding R(γ) starts in vertex b, crosses only j′ and enters region
W3, see Figure 22.

By assumption 0 = fγ(x), which means that the composition of the valid path i′ → j′ with the path x1 is
zero in B. Hence x1 is a path j′ ; c starting in j′ and ending in some vertex c. Since x1 6= 0, Lemma A.9(b)
shows that the path j′ ; c starts with a path j′ ;; i2 ; z, and there is a boundary arrow ∂2 starting at z
as in the quiver below. The black portion of the quiver lies in Q(γ) and the red portion does not. Moreover,
∂1 is a boundary arrow.

i′ //

∂1 ��

• //

��

· · · // j2 // · · · // •

��
j′ // • //

]]

· · · // i2 // · · · // • // z //

∂2
\\

· · · // c

The arc R(γ) does not cross i′, so the map f̄R(γ) =

 j′;i2 ···
−(j2;i2) ···

0 ···
...

...

 has only two valid paths in the first

column as all steps in γ are assumed to be forward. Thus

f̄R(γ)

 i2;z;c
0
...
0

 =


j′;i2;z;c

−(j2;i2;z ;c)
0
...
0

 = x,

because the path j2 ; i2 ; z is zero as ∂2 is a boundary arrow. This shows that x ∈ Im f̄R(γ) and proves
the lemma in this case.

Case (2.3) This case is special, since it is the only one that involves the diagonal k′, see Figure 22. By
assumption 0 = fγ(x), which means that the composition of the valid path i′ → k′ with x1 is zero in B.
Hence x1 is a path k′ ; c starting in k′ and ending in some vertex c. Consider the following subquiver of
Q, where ∂1, ∂2 are boundary arrows. The black portion lies in Q(γ) and the red portion does not. Then by
Lemma A.9, either k′ ; c factors through i2 and z, and then we proceed as in case (1.1), or k′ ; c factors
through j′.

j′
∂1 // i′ //

��

• //

��

· · · // j2 // · · · // •

��
k′ //

^^

• //

]]

· · · // i2 // · · · // • // z //

∂2
\\

· · · // c

The arc R(γ) crosses j′, k′ but not i′, so the map f̄R(γ) =

[
k′;j′ ···

0 ···
...

...

]
has only one valid path in the first

column. Then f̄R(γ)

 j′;c
0
...
0

 = x, which shows that x ∈ Im f̄R(γ) and proves the lemma in this case.

Case (2.4) In this case, the arc γ starts in vertex a crosses i′ and moves into region W3, where it crosses
a pair i1, j1. Then R(γ) starts in vertex b and then crosses i1, j1 in W3, see Figure 23. On the left, we show
the case when the arrow between i1, j1 is an interior arrow of W3, and on the right, we show the case when
the arrow between i1, j1 is a boundary arrow of W3. In the latter case, we must have j1 → i1, because white
regions have an even number of sides, by Lemma 3.25, and i′, j1 must have the same parity along the edges
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of W3, by Remark A.2. In the former case, the arrow between i1 and j1 may be in either direction. We have
the following subquiver of Q, where ∂1 is a boundary arrow.

j′ //

∂1 ��

• //

��

· · · // i1

i′ // •

]]

// · · · // j1

Then x1 is a path j1 ; c and by assumption 0 = fγ(x) =


i′;j1;c
i1;j1;c

0
...
0

. We only prove the case when there

is an arrow i1
α−→ j1, since the other case when there is an arrow j1 → i1 follows similarly. Then i1 → j1 is

not a boundary arrow, and by Lemma A.9 the vanishing of i1 → j1 ; c implies that j1 ; c factors through
i1 or z, where z is either above or to the right of j1 as in the quiver below. However, the latter case is not
possible because fγ(x) = 0 implies that the valid path i′ ; j1 composed with x1 is also zero.

c

...

OO

z
∂2 //

OO

•
��...

OO

...

OO

i2

OO

j2

OO

...

OO

...

��

OO

j′ //

∂1 ��

• //

��

· · · // • //

OO

i1

��

OO

// · · · // •

��
i′ // •

]]

// · · · // • // j1

__

// · · · // • // z //

∂2
\\

· · · // c

We have f̄R(γ) =


j1;i1 −(j1;i2) ···

0 j2;i2 ···
... 0 ···
...

...
. . .

. If j1 ; c factors through i1 then f̄R(γ)

 i1;c
0
...
0

 = x. If j1 ; c

factors through i2 then f̄R(γ)


0

i2;c
0
...
0

 = x, because j2 ; i2 ; c is zero as ∂2 is a boundary arrow. This

completes the proof in case (2.4). �

Lemma A.13. Let γ be an arc in S such that the crossing sequence for γ consists of n − 1 steps that go

forward from 1 to n. Let x = [ x1 ··· xk 0 ··· 0 ]
T ∈ ker fγ , where xk is a nonzero path in Q starting in jk, for

k ≥ 2. Then xk factors through ik or ik+1, if k 6= n.

Proof. Let fγ be given by a matrix A = (ah,l). Let Al denote the l-th row of A. Because all the steps
in the crossing sequence for γ are forward ah,l = 0 for h < l. In particular, in Ak the first k − 1 entries
ak,1, ak,2, . . . , ak,k−1 are zero. Then Akx = ak,kxk, where ak,k is a path ik ; jk. We have ak,kxk = 0,
because x ∈ ker fγ by assumption.

The path xk : jk ; c is ending in some vertex c in Q and ak,kxk is a path ik ; jk ; c in Q that is zero in
the algebra B. We consider two cases depending on whether ak,k is given by a single arrow or a composition
of two arrows.
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(i) Let ak,k = ik
α−→ jk be an arrow. Because k 6= 1, n, and the steps in the crossing sequence for γ are all

forward, we obtain the following full subquiver of Q(γ) represented by black arrows. Next, we explain the
remaining colored part of this quiver.

ik+1 jk+1

...

OO

...

OO

• //

OO

•
yy

OO

jk−1
// · · · // •

��

//

OO

ik

OO

α ��

// • //

��

· · · // •
β1 ��

ik−1
// · · · // • // jk

dd

δ
// • //

aa

· · · // •
β2

// z

∂
]]

// · · · // c

By assumption the path αxk = ik
α−→ jk ; c is zero in B, where xk is nonzero. By Lemma A.9(a), xk

factors through ik or, by Lemma A.9(b), xk factors through ik+1 or through some vertex z outside of Q(γ),
where ∂ is a boundary arrow in Q as in the figure above. We must show that the latter is not possible.
Suppose on the contrary that

xk : jk
δ−→ • → · · · → • β2−→ z → · · · → c

as in the quiver above.
Now consider the product Ak−1x = ak−1,kxk + ak−1,k−1xk−1 = 0, a sum of paths starting at ik−1. Note

that xk−1 is a linear combination of paths starting in jk−1, and the path ak−1,kxk : ik−1 ; jk ; c is nonzero,
see the figure. This means that xk−1 contains −x′ as a summand, where x′ is a nonzero path x′ : jk−1 ; c,
such that in the sum Ak−1x the two paths below add to zero.

(A.1) ik−1

ak−1,k // jk
xk // c − ik−1

ak−1,k−1// jk−1
x′ // c = 0

We will show that no such path x′ can exist. Indeed, it is clear from the quiver that x′ is equivalent to
a path that contains β1β2 as a subpath. Because ∂ is a boundary arrow, we have β1β2 = 0, hence x′ = 0.
This is a contradiction, and proves the lemma in case (i).

(ii) Suppose ak,k = ik → • → jk is a path of length two that forms a 3-cycle together with the arrow

jk
α−→ ik. Because the crossing sequence for γ is forward we have the following quiver.

jk−1
// · · · // ik

��

// •
��

// • //

��

· · · // •
β1 ��

ik−1
// · · · // •

ρ1 //

��

jk
ρ2��

α
dd

δ
// • //

aa

· · · // •
β2

// z

∂
]]

// · · · // c

•
��

// •
��

ee

...

��

...

��
jk+1 ik+1

If α is not a boundary arrow, then ak,k 6= 0, but ak,kxk = 0, and we proceed in the same way as in case
(i). If α is a boundary arrow, then ak,k = 0. Thus Akx = ak,kxk = 0, so the product of the k-th row of A
and x does not provide any information, because it is zero for any xk. However, the (k− 1)-st row of A still
gives equation (A.1) for some summand x′ of xk−1, provided that ak−1,kxk is nonzero. Then we have the
quiver as above without the part to the right of the arrow α. The arrow ρ1 is the last arrow in ak−1,k. If xk
factors through ik or ik+1 then the lemma follows, so suppose not.

Suppose first that ak−1,kxk = 0. Then the last arrow ρ1 in ak−1,k and the first arrow in xk lie in a relation,
and thus the first arrow in xk is α or ρ2. If the first arrow in xk is α then xk factors through ik contrary to
our assumption above. Then the first arrow in xk is ρ2 as in the picture. By Lemma A.9, for ak−1,kxk to be
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zero, the path xk must go through a 3-cycle that contains a boundary arrow that is not on xk. Thus, the
quiver implies that xk must factor through ik+1, a contradiction.

Thus ak−1,kxk 6= 0 and Ak−1x is given by equation (A.1). By Lemma A.10, the path xk starts with the
arrow α, which contradicts the assumption that xk does not factor through ik. This proves case (ii). �

Lemma A.14. Let W be a white region. Label its edges w1, . . . , w2m in clockwise order such that w1 and
w2 meet in the interior of the polygon S and w2m, w1 meet at the boundary vertex. In particular, if W has
a boundary edge then it is the edge w2m. Let γ be an arc with endpoint in W .

(1a) If the endpoint of γ is incident to the edge w1, then any crossing of γ with an even-indexed edge is
of degree 0, and any crossing with an odd-indexed edge is of degree 1.

(1b) If the endpoint of γ is not incident to the edge w1, then W has a boundary edge 2m, any crossing of
γ with an even-indexed edge is of degree 1, and any crossing with an odd-indexed edge is of degree 0.

(2) The full subquiver Q(W ) of Q is given below, where ∂1, ∂2 denote boundary arrows of Q and depending
on whether W has a boundary edge (right) or not (left).

w1

∂1 ��

w3
oo

��

· · ·oo w2m−1
oo

∂2��

w1

∂1 ��

w3
oo

��

· · ·oo w2m−3
oo

��

w2m−1
oo

w2

<<

w4
oo · · ·oo

99

w2m
oo w2

<<

w4
oo · · ·oo

99

w2m−2
oo ∂2

77

Proof. Parts (1a) and (1b) follow from the fact that the direction of the edges alternates around the white
region, by Lemma 3.25. Part (2) follows from the construction, see for example Figure 14. �

We are ready to prove the complementary statement to Lemma A.11.

Lemma A.15. Let γ,R(γ) be a pair of compatible arcs in S. Then ker fγ ⊂ Im f̄R(γ).

Proof. Let x ∈ ker fγ . First we prove the lemma in the case when all steps in the crossing sequence for γ are
forward. Let k be the largest integer such that the k-th position in x is nonzero. We proceed by induction
on k, and we outline the main steps of the proof below.

Induction on k:

k = 1 Apply Lemma A.12 to conclude the base case.
k > 1 (a) Write x = x′ + x1 with

• x′, x1 ∈ ker fγ , and
• x1 has one less term in position k than x and is zero in positions greater then k, and
• x′ ∈ Im f̄R(γ).

(b) Repeat with x1, where x1 = x′1 + x2, and continue until we obtain xp ∈ ker fγ such that xp is
zero in positions greater or equal to k. By induction xp ∈ Im f̄R(γ), so

x = xp + x′1 + x′2 + · · ·+ x′p−1 ∈ Im f̄R(γ).

Therefore, we need to show the base case k = 1 and part (a) of the inductive step. Then applying the
argument in part (b) completes the proof.

If k = 1 then x is nonzero only in the first position. The first entry in x is
∑
c∈Q0

λc(j ; c), a linear
combination of paths starting in vertex j, where j is the first vertex of degree 1 in the crossing sequence for
γ. Moreover, we may assume that the sum runs over distinct vertices c ∈ Q0, because parallel paths are

equal in B, by Proposition 3.31. Since x ∈ ker fγ , we obtain that the vector [ λc(j;c) 0 ··· 0 ]
T ∈ ker fγ , for all

c. By Lemma A.12, every such vector is contained in Im f̄R(γ), so by linearity we obtain that x ∈ Im f̄R(γ).
This completes the proof in the case k = 1.

Part (a). Suppose k > 1. Similarly to the base case, the k-th entry of x is a linear combination of paths
starting in jk, because the k-th column of fγ consists of paths ending in jk. Moreover, we may assume again
that the sum runs over paths ending in distinct vertices of Q. Let w : jk ; c be one of the nonzero paths in
the position k of x. By Lemma A.13, the path w factors through ik or ik+1, if k 6= n. We will prove the case
when k = n and w does not factor through in later (call this case (c)), and now we assume that w factors
through ik. The case when w factors through ik+1 is similar.

Then w = w′u : jk
w′ // ik

u // c . Let s < k be the largest integer such that there is a valid path from

is to js+2 and, if no such s exists, we let s = 1. This choice of s can be seen in the matrix of fγ as the largest
row index for which there exists a non-zero entry on the third diagonal. Let r ≤ s be the largest row index
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in fγ such that there exists a valid path ir ; js+2. Assuming γ crosses j1, the matrix of fγ is as follows,
where the entry in position (p, q) is labeled ? if there is a valid path from ip to jq in that position and p 6= q.
For p = q the symbol ? denotes a path that is either a single arrow or a composition of two arrows in the
same 3-cycle. If γ does not cross j1 then one needs to remove the first column of this matrix; we call this
case (d) and deal with it later.

1 r s s+2 k−2 k
1 ? ? ··· ··· 0 ··· 0 0 ··· 0 0 0

0
. . .

. . . ···
...

...
...

...
...

...

r−1 0 ? ? 0 0 ··· 0 0
...

...
...

r 0 ? ? ? ··· ? 0
...

...
...

. . .
. . .

. . .
...

...
...

...
...

...

s 0 ? ? ? 0
...

...
...

s+1 0 ? ? 0
...

...
...

s+2 0 ? ? 0
...

...
. . .

. . .
. . .

. . .
...

k−2 0 ? ? 0
k−1 0 ? ?
k 0 ?

. . .

Moreover, for each h ∈ {s+1, . . . , k−3} the step in the crossing sequence for γ from h+1 to h+2 cannot
be rectangular, because in that case, Lemma A.7(1a) would imply that there is a valid path ih ; jh+2 or
ih+1 ; jh+3. Then all these steps from s + 2 to k − 1 must be trapezoidal, and Lemma A.7(2) implies
that there is a valid path js+1 ; ik, so part (3) of the same lemma yields valid paths w′h : jh ; ik for all
h ∈ {s+ 1, . . . , k − 1}.

Define

x′ =



0
...
0

(−1)k−s−1ws+1

...
wk−2

−wk−1
wk
0
...
0


where wk is our path w : jk

w′ // ik
u // c and wh := w′hu = jh

w′h // ik
u // c for h ∈ {s+ 1, . . . , k}.

In particular, all these paths end in the same subpath u.
Let the entries in the matrix fγ be denoted by ai,j . Then by construction

fγ(x′) =



0
...
0

(−1)k−s−1(ar,s+1ws+1−ar,s+2ws+2)

...
(−1)k−s−1(as+1,s+1ws+1−as+1,s+2ws+2)

(−1)k−s−2(as+2,s+2ws+2−as+2,s+3ws+3)

...
−(ak−1,k−1wk−1−ak−1,kwk)

ak,kwk
0
...
0


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W

γ
R(γ)

i1 j1

h

i2

j2

Figure 24. Case (d) in the proof of Lemma A.15.

where ak,kwk : ik ; jk ; ik ; c is a path that includes an oriented cycle from ik to ik and hence it is zero
by Proposition 3.30. All other entries are differences of parallel paths and hence zero by Proposition 3.31.
Thus x′ ∈ ker fγ .

Let x1 = x− x′, then x1 ∈ ker fγ , since both x, x′ ∈ ker fγ . Moreover, x1 has one less term in position k

than x and is zero in positions greater than k. We will show that x′ ∈ Im f̄R(γ). Let y′ = [ 0 ··· 0 u 0 ··· 0 ]
T

,

where u is our path u : ik ; c and it sits in the l-th row in y′ where l is such that the l-th column of f̄R(γ)

consists of valid paths ending in ik. Thus, the l-th column of f̄R(γ) is



0
...
0

±w′s+1

...
±w′k−1

∓w′k
0
...
0


where the first s entries are zero, because from the definition of s we know there is a valid path is ; js+2, thus
there is no valid path js ; is+2, by Lemma A.6, and thus there is no valid path js ; ik, by Lemma A.7(3).
Moreover, the signs in the column alternate, by definition of f̄R(γ). Therefore, f̄R(γ)(y

′) = ±x′, so x′ ∈
Im f̄R(γ). This shows that x = x′ + x1 where x′, x1 satisfy the three conditions of part (a) in the outline
of the proof. This completes the proof of part (a) excluding the case when k = n and w does not factor
through in (case (c)) and excluding the case when γ does not cross j1 (case (d)).

Case (d). Suppose that γ does not cross j1. The map fγ has the same structure as before, except we
remove the first column. If s > 1, or s = 1 and there is a valid path i1 ; j3 then the same argument as
above goes through, so suppose s = 1 and there is no valid path from i1 to j3. Then the crossing sequence
for γ starts with (i1), (i2, j2), . . . , so γ starts in a shaded boundary region given by the diagonals i1, j1,
then crosses the diagonal i1, thereby entering a white region W , and then γ crosses i2, j2 exiting W , see
Figure 24. Note that if instead we drew γ starting at the endpoint of i1, then moving to the right and
crossing j1, then j1 would cross γ from left to right. In particular, P (j1) would be a summand of P1(γ),
contrary to the assumption that the crossing sequence of γ starts with a vertex corresponding to a summand
of P0(γ). Hence, Figure 24 illustrates the only possibility for γ under the given assumptions.

The quiver Q(W,γ) is the full subquiver of Q whose vertices correspond to the edges of the white region
W moving from i1 to i2, j2 in the counterclockwise direction. Since i1 is the first edge in W it has precisely
two neighbors j1 and h in Q(W,γ), whereas j1 is the second edge in W and therefore it has precisely three
neighbors in Q(W,γ). Since s = 1 and there is no valid path from i1 to j3, we have the following subquiver
of Q(γ), where ∂ is a boundary arrow.
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i3 j3

... //

OO

...

OO

��
j1
∂ ��

// • //

��

· · · // p //

��

OO

i2

��

OO

i1 // h //

^^

· · · // • // j2

__

Define x′ =


±w2

...
−wk−1
wk
0
...
0

, where wk are as before. Then fγ(x′) =



±(i1;j2)w2

±(i2;j2)w2∓(i2;j3)w3

...
−(ik−1;jk−1)wk−1+(ik−1;jk)wk

(ik;jk)wk
0
...
0


.

The first entry is zero, because the path w2 = j2 → p → i2 ; c, and the path from i1 to p is zero, since
∂ is a boundary arrow. The proof that the other entries are zero is similar to the previous case. Moreover,
x′ = fR(γ)(y

′) with y′ as before. This completes the proof in case (d).
Case (c). It remains to consider the case where k = n and w does not factor though in. There are two

possibilities depending on whether γ crosses in or not.
First, suppose that γ crosses in. By the same argument as in the proof of Lemma A.13, we are in one

of the following situations, because w : jn
w̄ // z

ū // c does not factor through in. The two situations

below depend on the direction of the arrow αn between in and jn. Here ∂ denotes a boundary arrow.

c jn−1
// · · · // in

��...

OO

in−1
// · · · // p

��

// jn

αn
]]

��

z
∂ //

OO

•

��

...

��

...

��...

OO

...

OO

• // •

[[

��
jn−1

// · · · // p //

OO

in
αn
��

OO

z

��

∂

]]

in−1
// · · · // • // jn

]]

...

��
c

It suffices to show that R(γ) crosses z, because then f̄R(γ)

[ 0
...
0
ū

]
= x′. Suppose not. Then γ crosses in, jn,

enters a white region W and ends on the boundary of W , because (in, jn) is the last pair in the crossing
sequence for γ. Label the edges of W as in the statement of Lemma A.14. Because R(γ) does not cross z, then
w2m is a boundary segment, the endpoint of γ is incident to the edges w2m and w2m−1, and R(γ) has endpoint
incident to the edges 2m and 1. By Lemma A.14(1b), jn is an edge of W with even index, say jn = w2h,
and in is an edges with odd index. If αn : in → jn then in = w2h−1 and if αn : jn → in then in = w2h+1, by
Lemma A.14(2). Moreover, since z is a source of a boundary arrow, we have z = w1, and thus z lies on the
same side as in in Q(W ), meaning there is a valid path in = w2h+1 → w2h−1 → · · · → w3 → w1 = z. This
contradicts the two quivers above and completes the proof of part (c) when γ crosses in.
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R(γ) crosses jn
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in jn

R(γ) does not cross jn

W

γ
R(γ)in

jn

z q

Figure 25. Case (c) in the proof of Lemma A.15.

To show the remaining part of (c), suppose γ does not cross in and we still have that k = n. Then
γ ends in a shaded boundary region formed by the diagonals in, jn. Since γ and R(γ) both cross jn, by
Proposition 3.34(b), we have the left picture and not the middle one in Figure 25. In particular, R(γ) crosses
in.

Then the arrow αn is oriented αn : jn → in, and the quiver is shown above on the right. Then

fγ =

[
. . .

...
...

...
0 in−2;jn−2 in−2;jn−1 ?
0 0 in−1;jn−1 in−1;jn

]
where ? is either 0 or a valid path in−2 ; jn if such a path exists. The last row of x contains our nonzero
path w : jn ; c. So looking at the last row of fγ , either

(A.2) (in−1 ; jn)w = 0

or there exists a path wn−1 : jn−1 ; c in the (n− 1)-st row of x such that

(A.3) (in−1 ; jn−1)wn−1 = (in−1 ; jn)w.

If w factors through in, then the same argument as in the general case applies, since R(γ) crosses
in. If equation (A.3) is satisfied then, by Lemma A.10, the path w factors through in and we are done.
Otherwise, equation (A.2) is satisfied, and w does not factor through in. Then w factors through z,

w = jn
w̄ // z

ū // c as in the previous quiver on the right, where ∂ is a boundary arrow.

Let x′ =

[ 0
...
0
w

]
, then fγ(x′) =

[
...

(in−2;jn)w
(in−1;jn)w

]
= 0, because all paths ih ; jn factor through p and

(p→ jn)w = 0. We will show that R(γ) crosses z. Indeed, z is the starting point of a boundary arrow ∂, and
the number of 3-cycles between the two boundary arrows ∂ and αn is even. Therefore, the corresponding
white region W has no boundary edge, by Lemma A.14(2). Thus, we can complete our previous picture as
in Figure 25 on the right.

In particular, R(γ) crosses z = in+1. Then ±x′ = f̄R(γ)

[ 0
...
0
ū

]
∈ Im f̄R(γ), as the last column of f̄R(γ)

contains only one nonzero entry ±(jn → in+1) in the last position. This completes the proof in case (c).
This finishes the argument of the inductive step and completes the proof of the lemma in the case when

the crossing sequence for γ consists of all forward steps. On the other hand, if none of the steps are forward
then the proof is very similar using a dual argument working with the first nonzero entry of x ∈ ker fγ
instead of the last nonzero entry.

Finally, if some of the steps are forward and some are not, we can start at a position t where the step
from t− 1 to t is forward followed by a non-forward step from t to t+ 1. The matrix of fγ at row t contains
a single valid path it ; jt and otherwise has the following shape, where all entries not marked by stars are
zero.
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

. . .
? ? ··· ?
? ··· ?

0
. . .

... 0
?

0
...

. . . 0
? ··· ?
? ··· ? ?

. . .


=



. . .

A−t

... 0
··· ? ···

0
... A+

t

. . .


It is upper triangular in the block corresponding to the forward steps and lower triangular in the block

corresponding to the non-forward steps. Then we can work with the t-th row of x ∈ ker fγ , where t is the
last position for the forward step t− 1 to t and the first position for the non-forward step t to t+ 1, working
in both directions at the same time. In the quiver, the pair (it, jt) is a sink for the crossing sequence

jt−1
// · · · // it

��

· · ·oo jt+1
oo

it−1
// · · · // jt

__ ??

· · ·oo it+1
oo

and so the paths arriving at it, jt from ih, jh with h < t do not interact with those from ih, jh with h > t.
In particular, we can decompose x = x′ + x1 using the same algorithm as before at row t treating t as the

last row of the forward block

[
A−t

...
0 ?

]
and the first row of the non-forward block

[
? 0
... A+

t

]
. The case when a

non-forward step from s− 1 to s is followed by a forward step from s to s+ 1 is dual. This way we reduce
to the case when x is zero in all rows where a forward step meets a non-forward step, and we can continue
as before. This completes the proof of the lemma. �

We are now able to prove Proposition 4.12.

Proposition A.16. Let γ,R(γ) be a pair of compatible arcs in S. Then ker fγ = Im f̄R(γ).

Proof. This follows directly from Lemma A.15 and Lemma A.11. �

A.3. Indecomposibility. In this section we prove Lemma 4.16, see Lemma A.19 at the end of this sub-
section, required to establish that the cokernel of fγ is indecomposable. First we need a few preparatory
lemmas.

Lemma A.17. Suppose is, jt appear in the crossing sequence for γ with s 6= t. If there is an arrow is → jt
in Q then the steps from s to t are forward, and if there exists an arrow jt → is then the steps from t to s
are forward.

Proof. Suppose there exists an arrow is → jt with s 6= t, and γ crosses both is and jt. The other case
follows similarly. Moreover, we can suppose that γ crosse is first and then jt. Then we are in the situation
of Figure 26.

Then t ≥ s, and let y, z denote the endpoints of is, jt respectively that lie to the left of γ. The arc γ crosses
is, then traverses some white regions Ws, . . . ,Wt−1 and some shaded regions, and then crosses jt. This gives
a subsequence (is), (is+1, js+1), . . . , (it−1, jt−1), (jt) of the crossing sequence for γ such that γ crosses ik, jk,
traverses Wk, and crosses ik+1, jk+1 as it exits Wk for k ∈ {s, . . . , t− 1}. Each white region Wk has a vertex
xk on the boundary of S. These vertices must lie between y and z in order as in the picture. In particular,
we can start with an edge ik in Wk and move counterclockwise around the edges of Wk taking every other
edge until we reach jk+1. In this way we never pass through a vertex of Wk that lies on the boundary of S.
Therefore, this sequence of edges gives a valid path ik ; jk+1, see Lemma 3.13. This means that the step
from k to k + 1 is forward for all k ∈ {s, . . . , t− 1} and this completes the proof. The case when there is an
arrow jt → is follows in the same way. �

Suppose γ crosses i, and let Q(γ, [i]) denote the full subquiver of Q(γ) consisting of all 3-cycles such that
each 3-cycle contains the vertex i and each of the other two vertices is an i or a j vertex of the crossing
sequence of γ.
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is jt

Figure 26. Proof of Lemma A.17.

Lemma A.18. Suppose (is, js) is a crossing pair for γ such that there is an arrow js → is. If the path
is ; js factors through some other i, or some other j respectively, in the crossing sequence for γ, then there
exist l, l′ and p, p′ such that their quivers Q(γ, [is]), or Q(γ, [js]) respectively, are as follows.

js−l

))

ip //oo js−l+1

��

is−2
// js−1

tt

is−l // jp

$$

is−l+1
oo js−2

yy

is−1

��

oo

is //

%%zz

99dd

is−1

OO

��

js

ii OO 44

**��uu

js−1
oo

js+l′

55

ip′ //oo js+l′−1

OO

is+1
// js

jj

is+l′ // jp′

::

is+l′−1
oo js+1

ee

is

OO

oo

In particular, the quivers Q(γ, [is]), Q(γ, [js]) have connected dual graphs and consist of an even number
of 3-cycles with i’s and j’s alternating around the boundary of the quivers. Moreover, p ≤ s− l is the least
positive integer such that there is an arrow is → ip or jp → js and p′ ≥ s+ l′ is the largest integer such that
there is an arrow is → ip′ or jp′ → js respectively.

Proof. Suppose (is, js) is a crossing pair for γ such that there is an arrow js → is, and the path is ; js
factors through some ir. Then there is a 3-cycle is // ir // js

yy
in Q. Without loss of generality we may

assume r < s. This situation is illustrated in the left picture in Figure 27, where by assumption γ crosses
is, js, ir.

As we move in the direction of γ, if the crossing of γ with ir occurs after the crossing of γ with is, js
then ir crosses γ from left to right. This means that ir is a degree 1 crossing for γ, which is a contradiction.
Therefore, the crossing of γ and ir occurs prior to the crossing of γ with is, js.

Now, we claim that the arrow is → ir is not a boundary arrow. If is → ir were a boundary arrow, then
the segment with endpoints x1, x2, as in Figure 27, would be a boundary segment of S. Since γ crosses ir
before crossing is, js, it would follow that γ starts in x1 or some other point counterclockwise from x1. If γ
starts in x1 then it has the same starting point as is, so is cannot be in the crossing sequence for γ. If γ
starts in another point counterclockwise from x1 then γ crosses is twice, which is also a contradiction. This
shows that is → ir is not a boundary arrow.

Then we have the following subquiver of Q.
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W ′′

Figure 27. Proof of Lemma A.18.

k

��
is // ip

__

��
js

^^

We claim that k = js−1. This case is illustrated in Figure 27 on the right.
Let W denote the white region containing js, is, ir, k on the boundary. If γ crosses k as it enters W then

we obtain k = js−1 as claimed. Otherwise, γ crosses some other pair is−1, js−1 that lie clockwise from k
along the boundary of W . For example, is−1, js−1 may equal k1, k2 respectively. In the figure we label the
arcs for convenience so that there is an arrow is−1 → js−1, but this will not be important for the proof
if we interchange the labels of these arcs. Let W ′ denote the white region containing k2, k, k1, ir. As we
move along js−1 in the direction of its orientation we note that if js−1 crosses ir then we obtain that W ′

is an interior white region, which is not possible. Therefore, js−1 and ir do not cross. Let z, y denote the
endpoints of ir, js−1 respectively. Then y is to the right of ir. Moreover, since γ crosses is−1, js−1, then γ is
to the right of ir so it cannot cross ir, which is a contradiction. This shows the claim that k = js−1.

If there are no other arrows is → is′ , is → js′ with s′ < s and is′ , js′ in the crossing sequence of γ, then
l = 1, r = p and the lemma holds. Note that the steps from r to s are forward by Lemma A.17 as there is
an arrow ir → js.

Now, suppose that there is some other arrow is → q with q ∈ {is′ , js′} for s′ < s. Then γ crosses q prior
to crossing ir and js−1. We claim that in this case ir = is−1. Suppose to the contrary ir 6= is−1. We have
js−1 = k and γ crosses (k1, k) as it enters the white region W , see the picture above. Moreover, we observe
that k1 and q cannot cross, otherwise the white region W ′′ with edges k1, ir, k, is would be interior. But this
means that γ would have to cross k1 again before it can cross q, a contradiction. This shows that ir = is−1.

Now, given that there is some other arrow is → q with q ∈ {is′ , js′} for s′ < s, we claim that there exists
ir1 in the crossing sequence for γ with r1 < s− 1 and such that ir1 , is, js−1 are in the same 3-cycle. That is,
we want to show that we have the following quiver.

ir1 // k = js−1

yy
is //

OO

ir = is−1

hh

vv
js

ee

Consider Figure 28. We see that in order for γ to cross q, it would have to cross h as well, otherwise the
white region W ′′′ would have to be interior. Moreover, h is of degree 0 in the crossing sequence for γ so
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Figure 28. Proof of Lemma A.18.

h = ir1 for some r1 < s − 1. This shows the claim that ir1 , is, js−1 are in the crossing sequence for γ and
form a 3-cycle.

Finally, we can homotope γ to obtain a new arc γ′ that has the same crossing sequence as γ except we
replace the crossing pairs (is, js), (is−1, js−1) in γ by (is−1, js), (is, js−1) in γ′. Now we can continue the
same argument as before replacing γ with γ′ and is, js with is, js−1. In this way we obtain the desired part
of the quiver Q(γ, [is]) coming from the crossings of γ before the pair (is, js). Moreover, if is ; js factors
through another ir′ with ir′ 6= ir and r′ > s, then we can proceed in the same way as above analyzing the
crossings of γ after it crosses (is, js). This shows the lemma. �

Lemma A.19. Let γ be a representative of a 2-diagonal in S, and let fγ :
⊕n

h=1 P (jh) →
⊕m

h=1 P (ih) be
the associated morphism. Suppose we have a commutative diagram⊕n

h=1 P (jh)
fγ //

gj

��

⊕m
h=1 P (ih)

gi

��⊕n
h=1 P (jh)

fγ //⊕m
h=1 P (ih)

for some matrices gj = (ah,h′) and gi = (bh,h′). Then fγs,t = 0 or bs,s = at,t for all s, t.

Proof. By commutativity we have gifγ = fγgj as matrices. The diagonal entries at,t, bs,s in gj , gi are elements
in the field k and off diagonal entries are non-constant paths jh ; jh′ or ih ; ih′ . Note that the statement
of the lemma is about the diagonal entries only. Denote fγ simply by f , and consider position (s, t) in this
composition ∑

h

bs,hfh,t =
∑
h

fs,hah,t

where we index the position (s, t) in f so that it corresponds to a path from is to jt. Then we get

(A.4) bs,sfs,t +
∑
h6=s

bs,hfh,t = fs,tat,t +
∑
h6=t

fs,hah,t.
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If fs,t = 0 then the conclusion holds, thus suppose fs,t 6= 0. Then by definition of the map f = fγ all
steps from s to t are forward and there is a valid path is ; jt, or s = t and there is a nonzero path is ; js.
Without loss of generality we can assume t ≥ s.

If the path is ; jt does not factor through any other ih, jh′ then equation (A.4) becomes bs,sfs,t = fs,tat,t
with fs,t 6= 0 and the lemma holds. In particular, if the path is ; jt is just a single arrow then it is valid,
so fs,t 6= 0, and it does not factor nontrivially through any other ih, jh′ and the lemma holds. Therefore, we
can assume that the path is ; jt is a composition of two or more arrows.

Now, suppose fs,t 6= 0 and the path is ; jt factors through some ih or jh′ or both with h 6= s, h′ 6= t.
Then we claim that is → ih or jh′ → jt or both of these paths consist of a single arrow. If s = t then
the claim clearly holds as fs,s consists of at most two arrows. If s 6= t, then fs,t is a valid path. If
h, h′ ∈ {s + 1, . . . , t − 1} then is ; ih ; jt or is ; jh′ ; jt is not valid because is ; ih, jh′ ; jt is not
valid by Lemma A.8. Therefore, h, h′ 6∈ {s, . . . , t}. Let Q(γ, [p, q]) denote the subquiver of Q(γ) determined
by the subsequence (ip, jp), . . . , (iq, jq) of the crossing sequence for γ. We know that step from s to s + 1
is forward, and if the step from s− 1 to s is not forward, then the two subquivers Q(γ, [1, s]), Q(γ, [s, t]) of
Q(γ) only have two vertices is, js connected by a single arrow in common. In particular, in this case the
path is ; jt cannot factor through any ih, jh′ for h, h′ < s. This is a contradiction, so the step from s − 1
to s must be forward. A similar argument implies that the step from t to t+ 1 must also be forward. Then
we have the following possibilities for Q(γ), where in the first picture there are arrows is → js, it → jt and
in the second one the arrows go in the opposite direction.

is //

��

ks //

��

· · · // kt // jt

}}

js−1

��
is−1

��
jt+1 it+1

js // • //

aa

· · · // • //

OO

��

it

��

OO

...

��

...

��

...

OO

...

OO

...

OO

...

OO

...

��

...

��

is // ks //

}}

· · · // kt //

OO

��

jt

��

OO

is−1

OO

js−1

OO

it+1 jt+1 js //

OO

• //

OO

· · · // • // it

aa

In the first case, we see that is ; jt does not pass through any vertex outside of Q(γ, [s, t]). Therefore,
this path cannot factor though any other ih, jh′ with h, h′ < s or h, h′ > t, a contradiction. Then we must
be in the situation as in the quiver on the right. Here, the path is ; jt factors through ks, kt which are
the only vertices of Q(γ, [s, t]) that can also be part of Q(γ, [1, s]) or Q(γ, [t,max(m,n)]) apart from is, js or
it, jt respectively, and where m,n are as in the statement of the lemma.

The mixed cases when there are arrows is → js, jt → it or js → is, it → jt follow in the same way, and
here the path is ; jt factors through one of kt or ks respectively. This proves the claim that if is ; jt
factors through ih or jh′ or both, then is → ih or jh′ → jt or both of these paths respectively consist of a
single arrow.

We are now ready to prove the lemma. Suppose first s 6= t and is ; jt is a valid path that factors through
both ks, kt such that γ crosses ks, kt. In addition, we can take ks 6= kt. Thus, here we consider the most
general situation, and when γ crosses only one of ks, kt then it becomes a special case of the one we have.
By the above we also know that all steps from s − 1 to t + 1 must be forward. Note that if ks is a jh′ for
h′ < s in the crossing sequence for γ, then the arrow is → jh′ implies that the steps from s to h′ are forward
by Lemma A.17. Since ks 6= kt this is a contradiction, so the crossing between ks and γ is in degree zero.
We consider the quiver Q(γ, [is]). By Lemma A.18, we have the following situation, where l ≥ 1 is such that
the path is ; js−l factors through only one other vertex ip in the crossing sequence of γ, p ≤ s− l, and all
steps from p to s are forward. Moreover, ks = is−1 if l > 2 and ks = ip for some p ≤ s − 1 if l = 1, and
kt = jh′ for some h′ > t.
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xy

is

is

is−l

js−l

js−l

W
γ

z

Figure 29. Proof of Lemma 4.16.

js−2

%%

is−2
//oo js−1

{{
js−l+1

// is //

yy

OO

is−1

OO

//

{{

· · · // jh′ // jt

��
ip

OO

��

js

OO

// • // · · · // • // it

__

js−l

β

CC

The position (s, t) in the matrix equation gifγ = fγgj yields the following equation.

(s, t) bs,sfs,t + bs,s−1fs−1,t = fs,tat,t + fs,h′ah′,t

In order to prove the lemma it suffices to show that bs,s−1 = ah′,t = 0. We will show that bs,s−1 = 0 and
the remaining part ah′,t = 0 follows dually.

We also have the following sets of equations coming from the other positions in the matrix equation (A.4).
They correspond to paths in the quiver Q(γ, [is]) starting at is and ending at js, js−1, . . . , js−l respectively.
Except for the first and the last path here all of them factor through exactly two other i’s in the crossing
sequence for γ. For example, there are exactly two different paths in Q starting at is and ending at js−1,
which are is → is−1 → js−1 and is → is−2 → js−1. This means that in the equation (s, s− 1) there are four
terms because a path is ; js−1 factors through four vertices that are in the crossing sequence for γ, namely
is, is−1, is−2, js−1.

(s, s) bs,sfs,s + bs,s−1fs−1,s = fs,sas,s
(s, s− 1) bs,sfs,s−1 + bs,s−1fs−1,s−1 + bs,s−2fs−2,s−1 = fs,s−1as−1,s−1

...
...

(s, s− l + 1) bs,sfs,s−l+1 + bs,s−l+1fs−l+1,s−l+1 + bs,pfp,s−l+1 = fs,s−l+1as−l+1,s−l+1

(s, s− l) bs,sfs,s−l + bs,pfp,s−l = fs,s−las−l,s−l

In equation (s, s − l) we have fs,s−l = 0 because p ≤ s − l < s and the steps from p to s are forward
and fp,s−l 6= 0 because there exists an arrow ip → js−l. If β is not a boundary arrow, then the path
is → ip → js−l is nonzero in the algebra B, and we conclude that bs,p = 0. Now, consider equation
(s, s− l+ 1). We have that fs,s−l+1 = 0 because the steps from s− l+ 1 to s are forward. Since bs,p = 0 we
conclude that bs,s−l+1 = 0. Continuing in this way we obtain that bs,s−2 = 0 from equation (s, s− 2). Then
equation (s, s − 1) implies the desired claim that bs,s−1 = 0. This completes the proof of the lemma in the
case when β is not a boundary arrow.

Now, suppose β is a boundary arrow. First, we want to show that bs,s−l = 0. Since the step from s− l to
s− l+ 1 is forward and β is boundary we must have that ip = is−l. We want to show that γ crosses js−l−1.
Suppose not. Then is−l, js−l is the first crossing pair for γ and we are in the situation of Figure 29.

Let W be the white region that γ traverses before crossing is−l, js−l. Let x be a boundary point of the
polygon S in W where is starts, and let y, z be neighboring boundary points of S clockwise from x as in
the picture. Since γ also crosse is, it cannot start at x. Because js−l crosses γ from left to right, it follows
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that γ cannot start at the point y. Therefore, γ starts in z or at some point clockwise from z. If γ starts at
some other point clockwise from z then it crosses another pair of arcs in W before crossing is−l, js−l, which
is a contradiction to (is−l, js−l) being the first crossing pair for γ. Then γ starts in z. If the white region
W has no edges on the boundary of S, then the boundary edge with endpoints y, z lies in a shaded region.
In particular, γ crosses another pair of arcs before crossing is−l, js−l, which is again a contradiction. Then
W has an edge on the boundary with endpoints x, y, and the edge with endpoints z, y bounds a triangular
shaded region. Moreover, the arc attached to y crosses γ from left to right, which means that this arc is
js−l−1 in the crossing sequence for γ. This shows the claim.

Then we have the following quiver, which is an extension of the quiver Q(γ, [is]) given earlier. Note that
it may happen that the path is−l → js−l−1 factors through some other jq with q < s − l − 1, and here we
depict the most general situation.

is

vv
js−l−1

��

jqoo · · ·oo ip = is−l

��

oo

•

::

· · ·oo · · ·oo js−l

β

>>

oo

The equation coming from position (s, s − l − 1) corresponds to paths in the quiver starting in is and
ending in js−l−1. Because there is a valid path from is to js−l−1 then it does not pass through any relations,
and so it is the unique path nonzero path in B between these vertices. The path is ; js−l−1 factors through
exactly four vertices is, is−l, jq, js−l−1 that are in the crossing sequence for γ. This means that the equation
(s, s− l − 1) contains four terms as shown below.

(s, s− l − 1) bs,sfs,s−l−1 + bs,s−lfs−l,s−l−1 = fs,s−l−1as−l−1,s−l−1 + fs,qaq,s−l−1

Here fs,s−l−1 = fs,q = 0 because the steps from s to s−l are not forward. Then we obtain bs,s−lfs−l,s−l−1 =
0, where fs−l,s−l−1 6= 0 because it is a valid path and the step from s− l to s− l − 1 is forward. Therefore,
we still obtain that bs,s−l = 0 when β is a boundary arrow. Then we can continue as before to conclude that
bs,s−1 = 0 from equations (s, s− l), . . . , (s, s− 1). This proves the lemma in the case s 6= t.

Now, suppose s = t, fs,s 6= 0 and the path is ; js factors through some other i or j. If the path is ; js
factors through one or two i’s, say ip, ip′ the we obtain the following equation.

(s, s) bs,sfs,s + bs,pfp,s + bs,p′fp′,s = fs,sas,s

We then conclude that bs,p, bs,p′ are zero in the same manner as in the case s 6= t above. First, we
construct the quiver Q(γ, [is]), see below. Then we use equations (s, s − 1) . . . , (s, s − l) and equations
(s, s+ 1), . . . , (s, s+ l′) to show that bs,p, bs,p′ are zero respectively.

js−l

��

is−2
// js−1

uu
js−l′ // is //

ww

;;

ip

uu

OO

ip′ // js

OO

If instead the path is ; js factors through one or two j’s then again we obtain the desired result by
considering the quiver Q(γ, [js]) and applying the dual argument.

Finally, if is ; js factors through ip and jq then to show that bs,p = 0 we consider the subquiver Q(γ, [is]).
Then to show that aq,s = 0 we consider the subquiver Q(γ, [js]). This completes the proof of the lemma in
all cases. �

The following statement is a direct consequence of the proof of Lemma 4.16 above, which we will need
later in Section C.2.3. Note that here we assume that the diagonal entries of the matrices gi, gj are zero.
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Corollary A.20. Let γ be a representative of a 2-diagonal in S, and let fγ :
⊕n

h=1 P (jh)→
⊕m

h=1 P (ih) be
the associated morphism. Suppose we have a commutative diagram⊕n

h=1 P (jh)
fγ //

gj

��

⊕m
h=1 P (ih)

gi

��⊕n
h=1 P (jh)

fγ //⊕m
h=1 P (ih)

for some nilpotent morphisms gj and gi. Then (gifγ)s,t = 0 for all s, t such that (fγ)s,t 6= 0.

Appendix B. Proofs of section 5

Here we prove Theorem 5.5 and extend the definition of pivot morphisms to complexes of projectives in
Theorem B.7 which will be used in later sections.

Theorem B.1 (Theorem 5.5). Let γ, γ′ be compatible 2-diagonals in S such that γ′ is obtained from γ by
a 2-pivot and let (gr0, g

c
1) be the morphism defined above. Then we have the following commutative diagram

with exact rows

(B.1) P1

fγ //

gc1
��

P0

gr0
��

πγ // Mγ
//

g

��

0

P ′1
fγ′ // P ′0

πγ′ // Mγ′
// 0

where g is the induced morphism on the cokernels. In particular, g is a morphism of syzygies in CMPB.

Proof. It suffices to show the commutativity on a pair of indecomposable summands P (j) of P1 and P (i)
of P ′0. Thus without loss of generality, we may assume that P1 = P (j) and P ′0 = P (i). By definition, the
pivot morphism gc1 is a column vector gc1 : P (j) → P0 whose components are either the identity morphism
1P (j), multiplication by arrows h→ j ending in j, or equal to zero. Moreover, if a component is 1P (j) then
all other components are zero, and if no component is 1P (j) then P (j) is not a direct summand of P ′1, so by
Lemma 5.3, there may be up to two arrows h1 → j and −h2 → j in gc1 and all other components are zero.

Similarly, the map gr0 is a row vector, gr0 : P0 → P (i) whose entries are 0, 1P (i) or arrows i→ `. Moreover,
if an entry is 1P (i) then all other entries are zero, and if no entry is 1P (i) then P (i) is not a summand of P0,
there may be up to two arrows i→ `1, −i→ `2 in gr0 and all other entries are zero.

We use the notation and orientation of Figure 8. Thus a is the common endpoint of γ and γ′ and the
2-pivot move is from vertex x to vertex z, skipping vertex y. Recall that the vertex y, as any boundary
vertex, is the endpoint of exactly one or two radical lines, by Lemma 3.12(c).

Also note that P (j) is not a summand of P ′0, because even if the radical line ρ(j) were to cross both γ
and γ′ then these crossings would have the same degree, and thus the projective P (j) would have the same
degree in either of the two-term complexes of fγ and fγ′ , and, in that case, P (j) would be a summand of P ′1
but not of P ′0. A similar argument shows that P (i) is not a summand of P1.

We consider several cases determined by the geometric configuration in the pivot area of the polygon S.
(1) Suppose first that P (j) is not a summand of P ′1 and P (i) is not a summand of P0. Thus the radical

line ρ(j) crosses γ from left to right but does not cross γ′. This implies that ρ(j) must end at vertex z.
Similarly, the radical line ρ(i) crosses γ′ from right to left but does not cross γ, and therefore ρ(i) must end
at vertex x.

(1a) Suppose there are two radical lines ρ(h1) and ρ(h2) at y and both of them cross γ or both of them
cross γ′. We may assume without loss of generality that both cross γ, see the left picture in Figure 30. In
this case, the map gc1 is zero and gr0 is the row vector

gr0 = [0 · · · 0 i→ h1 − i→ h2].

We need to show gr0fγ = 0. Consider the white region W incident to the crossing point of ρ(i) and ρ(h1) and
to the right of ρ(i). Since every white region has an even number of sides, there must be some radical lines
missing in the left picture in Figure 30. Moreover, an additional radical line cannot eliminate the vertex y
from the region W, because every white region has at least one boundary vertex, by Lemma 3.12(a). We
therefore must have a radical line ρ(`) that eliminates the crossing point between ρ(i) and ρ(h2) from W, see
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Figure 30. Proof of Theorem 5.5.

the right hand picture in Figure 30. Note that the orientation of ρ(`) must be as indicated in the figure, since
the orientation of the edges of W must alternate around the white region, by Lemma 3.25. Furthermore,
ρ(`) must end at vertex z, because otherwise, it would cross ρ(j) and γ′ and thereby create a white region
W ′ without boundary vertex, which is impossible. Thus ρ(`) ends at z.

(i) Suppose first that ρ(`) is equal to ρ(j). Then the white region W has four sides, ρ(h2), ρ(j), ρ(i)
and ρ(h1) and its cycle path is c(W ) = h2 → j → i → h1. Therefore the quiver Q contains the following
subquiver

(B.2) h2
δ2 // j

~~
i

α

OO

δ1

// h1

β

OO

with δ1, δ2 boundary arrows. Now consider the map fγ : P (j) → P0. The subquiver above implies that the
arrows δ2 and β are valid paths and hence nonzero components of fγ by Lemma A.17. Recall that, on the
other hand, the nonzero components of gr0 are the arrows α and δ1. Therefore, we have gr0fγ = δ1β−αδ2 = 0.
Since gc1 is zero, this completes the commutativity in this case.

(ii) Now suppose that ρ(`) 6= ρ(j). Since the white region W ′ must have a boundary vertex, this vertex
must be z and the sides of W ′ in clockwise order are ρ(j), ρ(i), ρ(h2) and ρ(`). Therefore its cycle path in Q

is c(W ′) = j
δ3 // i

α // h2
δ2 // ` . In particular, the subpath δ3α lies in an oriented cycle whose third

arrow we denote by ε. Thus the regions W,W ′ give rise to the following subquiver of Q with δ1, δ2 and δ3
boundary arrows.

h2

ε

��

δ2 // `

~~
j

δ3

// i

α

OO

δ1

// h1

β

OO

It follows that the arrow ε is a valid path and that there is no valid path from h1 to j. Therefore, we have
gr0fγ = αε which is zero since δ3 is a boundary arrow. This completes the proof in case (1a).

(1b) Suppose there are two radical lines ρ(h1) and ρ(h2) at vertex y, one crossing γ and the other
crossing γ′, see Figure 31. Then by the same argument as in case (1a), the white region W has four sides
ρ(h2), ρ(j), ρ(i) and ρ(h1) in clockwise order. Thus again we have the subquiver (B.2) In this situation
however, both gr0 and gc1 are nonzero. The only nonzero component of gr0 is the arrow δ1 and the only
nonzero component of gc1 is the arrow δ2. On the other hand, the arrow α is a valid path and hence a
component of fγ′ , and the arrow β is a component of fγ . Thus we have fγ′g

c
1 = αδ2 and gr0fγ = δ1β. These

paths are equal by Lemma 3.29(b), and this completes the proof in case (1b).
(1c) Suppose there is exactly one radical line ρ(h) at y. Then ρ(h) must cross either γ or γ′. These two

cases are similar, and we only prove one of them. Suppose therefore that ρ(h) crosses γ, see Figure 32. In
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Figure 31. Proof of Theorem 5.5 case (1b).
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Figure 32. Proof of Theorem 5.5 case (1c).

this situation the map g1 : P (j) → P ′1 is zero, by definition. Thus we must show g0fγ = 0. Let W be the
white region incident to the crossing point of ρ(i) and ρ(h) and to the right of ρ(i). Since there is only one
radical line at vertex y, the region W must contain the vertex z, and the arrow δ1 : j → i is a boundary
arrow in Q. Thus the radical line ρ(i) must start at the clockwise neighbor of z on the boundary of S.

(i) Suppose first that the arrow i → h is also a boundary arrow and denote it by δ2, see the left picture

in Figure 32. Then the white region W has 4 sides and hence its cycle path is c(W ) = j
δ1 // i

δ2 // h ,

with δ1, δ2 boundary arrows in Q. Moreover, since c(W ) is a subpath of a chordless cycle in Q, there must
be an arrow ε : h→ j. Thus the radical lines ρ(h) and ρ(j) must cross; this crossing is not shown in Figure
32. Thus Q contains the following subquiver

i
δ2

$$
j

δ1
::

h
εoo

In this situation, the map fγ is given by the arrow ε and the map gr0 by the arrow δ2. Therefore we have
gr0fγ = δ2ε, which is zero, because δ1 is a boundary arrow.

(ii) Now suppose that the arrow i→ h is not a boundary arrow, see the right picture in Figure 32. Then
there is a radical line ρ(`) that crosses ρ(h) and ρ(i) forming a triangular shaded region that corresponds to a

chordless cycle in Q. The white region W has 4 sides and its cycle path is c(W ) = j
δ1 // i

α // h
δ3 // ` ,

with boundary arrows δ1 and δ3. Moreover, the paths δ1α and αδ3 lie in two different chordless cycles in Q.
Hence Q has the following subquiver

j
δ1 // i

α

��
h

ε

OO

δ2

// `

β

OO

In this situation, we still have gr0fγ = αε which is zero because δ1 is a boundary arrow. This completes the
proof in case (1).
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Figure 33. Proof of Theorem 5.5 case (2b).

(2) Suppose that P (j) is a summand of P ′1. Then ρ(j) crosses both γ and γ′ and the map gc1 is the identity
on the component P (j)→ P (j) and zero on all components P (j)→ P (`) with ` 6= j.

(2a) Suppose P (i) is a summand of P0. Then gr0 is the identity on the component P (i)→ P (i) and zero
on all components P (`) → P (i). Therefore gr0fγ : P (j) → P (i) is equal to fγ and fγ′g

c
1 : P (j) → P (i) is

equal to fγ′ . These two maps are equal since γ and γ′ are compatible and each cross both ρ(i) and ρ(j).
(2b) Suppose P (i) is not a summand of P0. Then the radical line ρ(i) crosses γ′ but not γ, see Figure 33.

(i) Suppose first that there is no radical line that starts at vertex y and crosses γ. Then gr0 : P0 → P (i)
is zero and thus gr0fγ : P (j) → P (i) is zero. On the other hand, gc1 : P (j) → P ′1 is the identity on P (j) and
thus fγ′g

c
1 is given by the component fγ′ : P (j) → P (i). So it suffices to show that there is no valid path

from i to j in Q.
Using Lemma 3.12(b), we let W denote the unique white region containing the vertex x. If W lies to

the left of ρ(i), then, since there is no radical line that crosses γ and ends at y, γ′ crosses ρ(j) first and
runs through W before crossing ρ(i). Moreover, the cycle path c(W ) starts at i and one of the maximal
valid paths v(W ) ends at i, since the cycle path goes clockwise around W and the maximal valid paths go
counterclockwise. In particular, there is no valid path starting at i and going along the sides of W , because
a valid path is the composition of valid paths along white regions. Hence there is no valid path from i to j
and we are done.

On the other hand, if W lies to the right of ρ(i), then there is a shaded region S containing x and lying
to the left of ρ(i). Thus S is a boundary region, since it contains x, and therefore it must also contain
the counterclockwise neighbor of x on the boundary. Hence there exists a radical line ρ(`) starting at the
counterclockwise neighbor of x such that ρ(i) crosses ρ(`). Let W ′ be the white region incident to this
crossing point and to the left of ρ(i). Now the result follows from the argument above replacing W by W ′.

(ii) Now suppose there is a radical line ρ(h) that starts at vertex y and crosses γ. In this case, gr0 is given
by the arrow α : i → h, and gr0fγ is a the composition of α with a valid path from h to j. Recall that gc1 is
the identity on P (j), and fγ′g

c
1 is given by a valid path from i to j. So we must show that every valid path

from i to j factors through the arrow α.
The radical lines ρ(h) and ρ(i) cross, and, from their orientations, we see that there exists a shaded

region S adjacent to the crossing point that lies to the left of both ρ(h) and ρ(i). Let ρ(`) be the third
side of S. Let W be the white region adjacent to S via the edge ρ(`). Then its cycle path is of the form
c(W ) = · · · → h→ `→ i→ · · · , and the arrow α : i→ h is a valid path.

Now, let u be a valid path from h to j and write u = βu′, where β is the initial arrow of u and u′ is the
remaining subpath. Then either αβ is a subpath of a maximal valid path of the white region W , or γ lies
in a different white region. In both cases, αβ is not a subpath of a chordless cycle and hence αβu′ is a valid
path from i to j. By Proposition 3.31, every valid path from i to j is of this form. This completes the proof
in case (2). �

We will also need the following result, which provides the commutative diagram analogous to the one in
Theorem 5.5 when replacing the maps fγ , fγ′ by their modifications f̄γ , f̄γ′ introduced in Section 4.2.
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Figure 34. Proof of Lemma B.3.

Corollary B.2. Let γ, γ′ be compatible 2-diagonals in S such that γ′ is obtained from γ by a 2-pivot and
let (gc0, g

r
1) be the morphism defined above. Then the following diagram commutes.

P1

f̄γ //

gr1
��

P0

gc0
��

P ′1
f̄γ′ // P ′0

Proof. Recall that, given a map f : P1 → P0, the corresponding map f̄ is defined as f̄ = J|P0|fJ|P1|, where
Jk is an isomorphism that squares to the identity. Theorem 5.5 shows that gr0fγ = fγ′g

c
1 and we obtain,

gr0 f̄γ = Jgr0JJfγJ = gr0fγ = fγ′gc1 = Jfγ′JJg
c
1J = f̄γ′gc1.

It therefore suffices to show that gc1 = gr1 and gr0 = gc0. The maps gc1, g
r
0 are obtained from gc1, g

r
0 respectively,

by introducing alternating signs in their matrices, see Remark 4.8(a). By Lemma 5.3 each of gc1, g
r
0 has at

most one nonzero off-diagonal entry, which implies the desired result. �

B.1. The induced morphism of complexes on the projective resolutions. Our next goal is to give
an explicit description of the complete projective resolution and the morphism of complexes induced by the
pivot maps. Recall that if two representatives γ1, γ2 of the same 2-diagonal γ are not compatible then they
give rise to two different morphisms fγ1 , fγ2 in the projective presentation. Moreover, the sequence

P2(γ)
fRγ // P1(γ)

fγ // P0(γ)

is exact only if the arcs Rγ and γ are compatible, see Proposition 4.12. On the other hand, the commutativity
of the pivot diagram in Corollary B.2 relies on the compatibility of the arcs γ and its pivot γ′. In this
subsection, we will give an explicit construction that will control this double compatibility condition.

Since the syzygies in the projective resolution of Mγ correspond to the elements Riγ in the rotation orbit
of γ, we shall need the following result about the distribution of radical lines in the rotation orbit.

Lemma B.3. Let α,Rα,R2α be three consecutive 2-diagonals under rotation. If α and R2α are radical lines
then Rα is a radical line as well.

Proof. Say α = ρ(x) and R2α = ρ(y) and let p denote their crossing point in S. Recall that there are two
shaded regions S1, S2 and two white regions W1,W2 at p. Also recall that the orientation of the radical lines
is alternating along the white regions and directed along the shaded regions, see Lemma 3.25. Now, since
α and R2α have the same orientation, we see that one white region W1 at p lies between the two incoming
segments of α and R2α and that the other white regions W2 lies between the two outgoing segments of α
and R2α, see Figure 34.

Because of our assumption that every chordless cycle in Q is of length 3, the shaded region S1 is a triangle.
Then either the third side of S1 is a boundary edge of the polygon connecting the points c and a′, or there
exists a radical line ρ(z) that comes from W1, crosses R2α, then forms a boundary edge of S1 and crosses
α, and continues in W2. In particular, such a ρ(z) must end at the points b and b′, because it cannot cross
α or R2α twice. Thus ρ(z) is homotopic to Rα and we are done. A similar analysis for the shaded region
S2 shows that the only remaining case is when both S1 and S2 have the third side on the boundary. In that
case the polygon has exactly six vertices a, b, c, a′, b′, c′, and therefore it must be one of the two shown in the
first row of Figure 12. In particular Rα is a radical line. �
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Next, we need to characterize the compatibility of the arcs in the rotation orbit. This is done in the
following two lemmata. The first lemma specifies how to choose compatible representatives of a 2-diagonal
and its rotation if one of the two is a radical line. To illustrate the problem, consider the red arc γ in Figure 11.
It is not compatible with the radical line ρ(3), because the crossing sequence of γ is (2, 1), (3, 4), (6, 5), (8, 7)
and the one of ρ(3) is either (9), (1, 2)(4, 6), (5, 8), (7) or (1, 9), (4, 2), (5, 6), (7, 8), depending on whether its
representative runs on the left or the right of the radical line. Neither of the two crossing sequences of ρ(3)
is compatible with the crossing sequence of γ. In order to obtain a compatible representative, we need to
deform γ homotopically so that the crossing sequence becomes either (3, 1), (2, 4), (6, 5), (8, 7), where the
crossing with 3 occurs at the very beginning, or (2, 1), (6, 4), (8, 5), (3, 7), where the crossing with 3 occurs
at the very end. We can describe the representative of the first crossing sequence by saying that γ starts
at the boundary vertex labeled 18, then runs clockwise along the boundary of its first white region, crosses
ρ(3), then runs parallel to ρ(3) until the white region that contains the other endpoint of γ and then ends
by following the boundary of that white region until the boundary vertex labeled 9.

Lemma B.4. Let γ be a representative of a 2-diagonal whose rotation Rγ is a radical line ρ(x). Then γ
and Rγ are compatible if γ starts by following the boundary of its first white region in clockwise direction,
crosses ρ(x) and then follows Rγ up to its last white region at the other end and then ends by following the
boundary of that white region in clockwise direction.

Proof. Suppose (y, z) is a crossing pair for γ and that Rγ crosses both ρ(y) and ρ(z). Since γ runs parallel
to a subpath of Rγ, the pair (y, z) also is in the crossing sequence of Rγ. Thus γ and Rγ are compatible. �

The next lemma will allow us to fix suitable representatives of the arcs Riγ.

Lemma B.5. We can choose representatives of the elements of the rotation orbit {Riγ} of γ such that for
all i

(a) R2i+1γ is compatible with R2i+2γ
(b) There exists a homotopic deformation (R2i+1γ)′ of R2i+1γ that is compatible with R2iγ.

Proof. First note that if Rjγ,Rj+1γ are two consecutive arcs in the rotation orbit and none of them is a
radical line then we can always choose compatible representatives. Indeed, the only type of problem that we
need to avoid can come from a radical line ρ(x) that crosses one but not the other; say ρ(x) crosses Rj+1γ
but not Rjγ. Then ρ(x) shares an endpoint a with Rjγ on the boundary of S. To achieve compatibility, we
only need to ensure that Rj+1γ crosses ρ(x) as close as possible to this point a and then follows Rjγ.

Suppose now that we have three consecutive arcs Rjγ,Rj+1γ,Rj+2γ, none of which is a radical line. By
the argument above, it is possible to choose representatives such that Rjγ and Rj+1γ are compatible, and
it is possible to choose representatives such that Rj+1γ and Rj+2γ are compatible. If j is even, this proves
the statement. If j is odd however, we need to make sure that we can choose the two compatible pairs
simultaneously. Therefore suppose that it is possible to apply an elementary homotopy to Rj+1γ. Thus
Rj+1γ crosses all four radical lines of an hourglass shape as in Figure 7. If Rjγ and Rj+2γ also cross all four
sides of the hourglass then there is no problem. So the only obstruction would be if there is a radical line ρ(x)
that crosses Rj+1γ but not Rjγ, so that we obtain a condition on the shape of Rj+1γ, and there is another
radical line ρ(y) that crosses Rj+1γ but not Rj+2γ, so that we obtain a second condition on the shape of
Rj+1γ, see Figure 35. In this situation, the arc Rj+1γ would pass below the crossing point of ρ(x) and
ρ(y) for compatibility with Rjγ, and it would pass above the crossing point for compatibility with Rj+2γ.
Moreover, this difference would be a non-trivial homotopy if and only if there are two further radical lines
ρ(w), ρ(z) that cross all arcs involved and make an hourglass shape as shown in the figure. This, however, is
impossible, because the radical lines ρ(x) and ρ(y) are oriented in the same direction, since the endpoint c is
the second neighbor of the endpoint a on the boundary, and thus the orientation of the boundary segments
of the shaded regions in the figure is not cyclic, contradicting Lemma 3.25. This completes the proof in the
absence of radical lines in the rotation orbit.

Suppose now that a set of three consecutive arcs α,Rα,R2α contains a radical line. If there is exactly
one radical line, there are three possibilities.

(i) If α is the radical, we can deform Rα to be compatible with α as explained in Lemma B.4. On the
other hand, we can deform Rα to be compatible with R2α, since none of the two is a radical line.

(ii) If Rα is the radical line, we can deform both α and R2α to be compatible with Rα as explained in
Lemma B.4.
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Figure 35. Proof of Lemma B.5

(iii) The case where R2α is the radical line is symmetric to case (i).

This proves the statement if the set of three arcs R2iγ,R2i+1γ,R2i+2γ contains exactly one radical line. Now
suppose that there are exactly two radical lines among α,Rα,R2α. Again there are three cases.

(iv) If α and Rα are the radical lines, then they are automatically compatible, by Definition 4.9. Moreover
R2α can be deformed to be compatible with Rα, by Lemma B.4.

(v) If α and R2α are the radical lines, then Lemma B.4 implies that Rα is too. In this case, all three
are automatically compatible.

(vi) The case where Rα and R2α are the radical lines is symmetric to case (iv).

This proves the statement if the set of three arcs R2iγ,R2i+1γ,R2i+2γ contains exactly two radical lines. If
all three arcs are radical lines, then they are automatically compatible, so there is nothing to show. �

We now construct a projective resolution of Mγ . We assume that the representatives Riγ satisfy the
conditions in Lemma B.5. Because of condition (a), Proposition 4.12 implies

(B.3) imfR2i+2γ = ker fR2i+1γ , for all i.

We use condition (b) in order to obtain a similar identity between the degrees 2i and 2i + 1 as follows.
Let (R2i+1γ)′ be as in condition (b). From Corollary 4.14 we know that the homotopy gives rise to an
automorphism

(ϕ2i+1, 1, ϕ2i+1, 0) ∈ AutP2i+2(γ)⊕AutP2i+1(γ)

such that

(B.4) f(R2i+1γ)′ = ϕ2i+1, 0 fR2i+1γ ϕ
−1
2i+1, 1

is the conjugation of fR2i+1γ by this automorphism. Because (R2i+1γ)′ and R2iγ are compatible, Proposi-
tion 4.12 yields

(B.5) imϕ2i+1, 0 fR2i+1γ ϕ
−1
2i+1, 1 = ker fR2iγ , for all i.

We are now ready to write the projective resolution of Mγ .

Proposition B.6. With the above notation, the following sequence is a projective resolution.

· · · P3(γ)
ϕ1,1fR2γ // P2(γ)

ϕ1,0fRγϕ
−1
1,1 // P1(γ)

fγ // P0(γ) // Mγ
// 0

· · · P2i+2(γ)
ϕ2i+1,0 fR2i+1γ ϕ

−1
2i+1,1 // P2i+1(γ)

ϕ2i−1,1 fR2iγ // P2i(γ) · · ·

Proof. The sequence is exact at P1(γ) by equation (B.5) with i = 0. To show exactness at P2i(γ), we note
that on the one hand, im(ϕ2i−1,1 fR2iγ) = ϕ2i−1,1(im fR2i), because ϕ2i−1,1 is an isomorphism, and on the

other hand, ker(ϕ2i−1,0 fR2i−1γ ϕ
−1
2i−1,1) = ϕ2i−1,1(ker fR2i−1γ), because ϕ2i−1,0 and ϕ−1

2i−1,1 are isomorphisms.

Now exactness follows from equation (B.3).
It remains to show exactness at P2i+1(γ). We have ker(ϕ2i−1,1 fR2iγ) = ker fR2iγ , since ϕ2i−1,1 is an

isomorphism. Now the result follows from equation (B.5). �
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Figure 36. Proof of Proposition B.7. In this picture , for the sake of argument, the arcs γ
and δ are not compatible.

We are now ready for the main result of this section. It describes the morphism of complexes induced by
a 2-pivot on the projective resolutions.

Theorem B.7. Let γ be a representative of a 2-diagonal and δ a representative of the 2-diagonal obtained
from γ by a 2-pivot such that γ and δ are compatible. Choose representatives of the rotation orbits of γ
and δ that satisfy conditions (a) and (b) in Lemma B.5. Then the pivot morphism g : Mγ → Mδ induces a
morphism of complexes on the projective resolutions so that the following diagram commutes.

// P3(γ)
ϕ1,1fR2γ //

��

P2(γ)
ϕ1,0fRγϕ

−1
1,1//

gr2
��

P1(γ)
fγ //

gc1
��

P0(γ) //

gr0
��

Mγ
//

g

��

0

// P3(δ)
χ1,1fR2δ

// P2(δ)
χ1,0fRδχ

−1
1,1

// P1(δ)
fδ

// P0(δ) // Mδ
// 0

Proof. To fix notation let a′ be the common endpoint of γ and δ and let b′ be its clockwise neighbor on the
boundary of S. Let a, b, c denote consecutive vertices on the boundary in clockwise order, such that a is the
second endpoint of γ and c is the second endpoint of δ. Then Rγ has endpoints b and b′, see Figure 36.

First let us check that we can simultaneously choose the representatives of the arcs in the two rotation
orbits such that they satisfy both Lemma B.5 as well as the condition that γ and δ are compatible. If Rγ
is not radical line then the lemma does not impose any restriction on γ and there is nothing to show. If
Rγ is a radical line ρ(x), then we will choose γ and Rγ according to the compatibility condition stated in
Lemma B.4. There are exactly two possibilities for Rγ since it can run along either side of the radical line
ρ(x). We choose Rγ to run from b to b′ on the left of ρ(x) so that it is closer to δ. Then we can choose
γ to start at a′, then follow the boundary of its first white region clockwise, then follow Rγ until its last
shaded region at b, then cross Rγ = δ(x) and end by following the boundary of the white region in the
counterclockwise direction until a. In the case where Rδ is a radical we perform the ‘same’ deformation
to δ as to γ so that both are crossing Rγ close to the endpoint a′. This choice assures that γ and δ are
compatible.

Therefore Theorem 5.5 implies that gr0 fγ = fδ g
c
1 and thus the degree 0,1 square of our diagram commutes.

We also know that the rows of our diagram are exact, thanks to Proposition B.6. Moreover, because of
equation (B.4) with i = 0, we have

(B.6) f(Rγ)′ = ϕ1,0 fRγ ϕ
−1
1,1,

thus the map from degree 2 to degree 1 in the first row of our diagram is equal to f (Rγ)′ , where (Rγ)′ is a
representative of Rγ that is compatible with γ. Similarly, the corresponding map in the second row is given
as f (Rδ)′ , where (Rδ)′ is an arc that is compatible with δ. Thus we have the following chain of compatibility

(Rδ)′ ∼ δ ∼ γ ∼ (Rγ)′.
We will now show that this implies that (Rδ)′ and (Rγ)′ are compatible as well. The relative position

of the arcs involved is illustrated in Figure 36, however the arcs γ and δ are not compatible in the picture.
Suppose that (w, x) is a pair in the crossing sequence of (Rγ)′ such that (Rδ)′ crosses ρ(w) and ρ(x). If
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(w, x) also is a pair in the crossing sequence of (Rδ)′ we are done. Otherwise, there exist two additional
radical lines ρ(y), ρ(z) that together with ρ(w) and ρ(x) form two triangular shaded regions meeting at the
crossing point of ρ(x) and ρ(y), such that none of the vertices of the shaded triangles lies on the boundary
of S and the arcs (Rγ)′ and (Rδ)′ also cross ρ(y) and ρ(z), as shown in the figure. Then

Rγ ∼ Rδ ⇔ (x,w) is a crossing pair in both⇔ (y, z) is a crossing pair in both.

This implies that both γ and δ cross at least three of the four radical lines and so both cross both arcs of one
of the crossing pairs (x,w) or (y, z). Without loss of generality, we assume that they cross the pair (x,w).
Now the compatibility of (Rγ)′ and γ implies that (x,w) is a pair in the crossing sequence of γ. Therefore
we also have the pair (x,w) in the crossing sequence of δ, because γ and δ are compatible. But this implies
that (w, x) is a pair in the crossing sequence of (Rδ)′, because of the compatibility of (Rδ)′ and δ. This
shows that (Rγ)′ and (Rδ)′ are compatible.

Because of equation (B.6), this means that the two horizontal maps from degree 2 to degree 1 in the
proposition are given by two compatible arcs (Rγ)′ and (Rδ)′. Therefore Corollary B.2 implies that the
degree 1,2 square of the diagram commutes as well, and the proof is complete. �

Remark B.8. We did not specify the vertical map in degree 3 in Proposition B.7. If the horizontal maps
from degree 3 to degree 2 are also induced from a representative of a 2-diagonal, then we can iterate the
argument of the proof and conclude that the vertical map in degree 3 is gc3.

Appendix C. Proofs of section 6

This section contains the proofs of several results from section 6. We start by studying the matrix shape
of our maps fγ in greater detail in subsection C.1.

C.1. The staircase shape of fγ. Throughout this subsection, γ is a representative of a 2-diagonal in the
checkerboard polygon S. Recall that the morphism fγ : P1(γ) → P0(γ) is defined in terms of the crossing
sequence of γ in Definition 4.5. We assume without loss of generality that the crossing sequence is of the
form (i1, j1), . . . , (in, jn), since the cases where there is an i0 (or j0) that is not part of a pair, follow by the
same arguments. The new key ingredient in this section is to consider the steps in the crossing sequence.
Also recall that the subquiver Q(γ) of Q was introduced in Definition A.1.

Let γ be a 2-diagonal with crossing subsequence

(is, js)
Σs // (is+1, js+1)

Σs+1 // · · ·
Σt−1 // (it, jt)

and suppose that every step Σl is forward. Recall that the crossings between γ and il are of degree zero and
the crossings between γ and jl are of degree one, for l = s, s+ 1, . . . , t.

Let αl be the arrow that connects il and jl in the quiver Q. Then, by condition (Q3) of subsection 3.1.1,
αl lies in at most two 3-cycles in Q and exactly one of them lies in the subquiver Q(γ). We denote the third
vertex of that 3-cycle by kl, so the cycle is

il
α

jl

kl

.

When we remove the vertex kl and the arrow αl from the quiverQ(γ) we obtain two connected components.
We say that the vertex il is the entry to the l-th pair (il, jl) if it belongs to the same connected component
as the previous pair (il−1, jl−1), and the exit from the l-th pair otherwise.

In Figure 9, the vertex is+1 is the entry in cases (i) and (iv) and js+1 is the entry in cases (ii) and (iii).
We say that the step Σl from l to l + 1 in the crossing sequence has degree zero if the entry to the l-th

pair is il, and we say it has degree one if the entry is jl.
The following lemma is a reformulation of Lemma A.7.

Lemma C.1. (Rectangle-Trapezoid Lemma) With the notation above, the following properties hold for all
l ≥ s.
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(1a) Suppose the step Σl+1 from l + 1 to l + 2 is rectangular. Then there exists a pair of valid paths{
(il ; jl+2, jl+1 ; il+3) if the step is of degree 0;
(jl ; il+2, il+1 ; jl+3) if the step is of degree 1.

Moreover there is no valid path from il to jl+3 or from jl to il+3.
(1b) Suppose the step Σl+1 from l + 1 to l + 2 is trapezoidal. Then there exist a valid path{

il ; jl+3 if the step is of degree 0;
jl ; il+3 if the step is of degree 1.

(2) There is a valid path is ; jt (respectively js ; it) if and only if all the steps from s+ 1 to t− 1 are
trapezoidal and the step from s+ 1 to s+ 2 has degree 0 (respectively degree 1).

(3) If there is a valid path is ; jt then there are valid paths il ; jl′ for all l, l′ = s, s + 1, . . . , t with
l < l′.

(4) If there exist valid paths is ; ju and it ; jw with s < t < u < w then there exists a valid path
is ; jw.

Proof. The proof is the same as for Lemma A.7. �

We shall use the notation T0 and T1 for a trapezoidal step of degree 0 or 1, respectively. Similarly, R0

and R1 will denote a rectangular step of degree 0 or 1, respectively.

Corollary C.2. Let Σl+1 be a forward step in the crossing sequence of γ and denote the matrix of fγ : P1(γ)→
P0(γ) by fγ = (fst)s,t=1,...,n. Then

(R0) If the step is rectangular of degree 0 then fl(l+2) 6= 0 and f(l+1)l(l+3) = 0;
(R1) If the step is rectangular of degree 1 then fl(l+2) = 0 and f(l+1)(l+3) 6= 0;
(T0) If the step is triangular of degree 0 then fl(l+2) 6= 0, fl(l+3) 6= 0, f(l+1)(l+3) 6= 0;
(T1) If the step is triangular of degree 1 then fl(l+2) = fl(l+3) = f(l+1)(l+3) = 0.

Proof. (R0) Part (1a) of Lemma C.1 implies that there exists a valid path il ; jl+2, thus fl(l+2) 6= 0. The
lemma also implies that there is a valid path jl+1 ; il+3, thus there is no valid path il+1 ; jl+3, and hence
f(l+1)(l+3) = 0. This shows (R0) and the proof for (R1) is similar.

(T0) Part (1b) of the lemma implies there exists a valid path il ; jl+3, and therefore part (3) of the lemma
guarantees the existence of valid paths il ; jl+2 and il+1 ; jl+3. Thus all three entries fl(l+3), fl(l+2) and
f(l+1)(l+3) are nonzero.

(T1) In this case, part (1b) of the lemma yields a valid path jl ; il+3, hence there are no valid paths
il ; jl+3, il ; jl+2 and il+1 ; jl+3. Hence all three entries fl(l+3), fl(l+2) and f(l+1)(l+3) are zero. �

Next we show that rectangular steps change the degree and trapezoidal steps preserve the degree.

Lemma C.3. Let (is, js)
Σl // (is+1, js+1)

Σl+1 // (is+2, js+2) be two consecutive forward steps in the cross-

ing sequence for γ.

(a) If Σl is rectangular then Σl and Σl+1 have opposite degrees.
(b) If Σl is trapezoidal then Σl and Σl+1 have the same degree.
(c) f(s+1)(s+1) is an arrow if and only if fs(s+2) = 0.

Proof. This follows immediately from Figure 18 in Section 4.1. �

Example C.4. Suppose the crossing sequence of γ consists of the following eight steps T0T0T0R0T1R1R0R1.
Then the matrix fγ is of the form

f11 f12 f13 f14 f15 0 0 0 0
0 f22 f23 f24 f25 0 0 0 0
0 0 f33 f34 f35 0 0 0 0
0 0 0 f44 f45 0 0 0 0
0 0 0 0 f55 f56 0 0 0
0 0 0 0 0 f66 f67 f68 0
0 0 0 0 0 0 f77 f78 0
0 0 0 0 0 0 0 f88 f89

0 0 0 0 0 0 0 0 f99


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Indeed, the two consecutive T0 in steps 2 and 3 imply the nonzero entries in positions 13, 14, 15, 24, 25 and
35. The first R0 yields a nonzero entry in position 35 and a zero in position 36, which then gives zeros in
positions 16 and 26. The fifth step T1 yields zeros in positions 46, 47 and 57. The R1 in step 6 gives a zero
in position 57 and a nonzero entry in position 68, and the R0 in step 7 gives a nonzero entry in position
68 and a zero in position 79, which also implies that position 69 is zero. The last step R1 gives a zero in
position 79.

The matrix fγ thus has staircase shape with blocks limited by the columns 5,6,8 and 9.

We now describe in general the staircase shape of fγ observed in the example. Suppose the crossing

sequence of γ is (i1, j1)
Σ1 // (i2, j2)

Σ2 // · · ·
Σn−1 // (in, jn) and that every step is forward. We define the

source s(Σl) and the target t(Σl) of the step Σl to be the integers s(Σl) = l and t(Σl) = l + 1.

Definition C.5. Define a sequence of integers 1 = t0 < t1 < . . . < tp = n recursively by setting

t1 = min

 target of the first rectangular step of degree 0 after step 1,
target of the first trapezoidal step of degree 1 after step 1,
source of the first rectangular step of degree 1 after step 1


and recursively,

tl+1 = min

 target of the first rectangular step of degree 0 after step tl − 1,
target of the first trapezoidal step of degree 1 after step tl − 1,
source of the first rectangular step of degree 1 after step tl


if it exists, and tl+1 = n and p = l + 1, otherwise. This sequence is called the staircase sequence of fγ .

Note that the definition of the staircase sequence is independent of the first step in the crossing sequence.
In Example C.4, we have t1 = 5, because step four is R0, t2 = 6, because step five is T1, and t3 = 8,

because step seven is R0. Thus the staircase sequence in this example is 1 < 5 < 6 < 8 < 9, as observed in
the matrix of Example C.4.

Proposition C.6. The matrix fγ has an upper triangular staircase shape whose nonzero blocks are limited
by the columns t1, t2, . . . , tn as illustrated in the left picture in Figure 37.

In other words, fγ is nonzero on the main diagonal (fss)s=1,...n (and on the diagonal (fs(s+1))s=1,...n−1)
as well as on p triangular regions J1, J2, . . . , Jp, where the first row of the region J1 is the row tl−1, the last
column of Jl is the column tl and the hypotenuse of Jl is given by the second diagonal (fs(s+1))tl−1≤s≤tl−1.

We now define two types of blocks Al and Bl, both being subsets of column tl of the matrix of fg.

Definition C.7. (a) Let al be the least positive integer such that the entry in fγ at position (al, tl) is
an arrow. We denote by Al the following block in fγ

Al = [faltl , f(al+1)tl , . . . , ftl,tl ]
T

Then each of the positions in Al is given by an arrow in the quiver. In the example in the left picture
of Figure 37, the positions of Al are marked by the symbol • .

(b) We denote by Bl the last column of the triangular region Jl in the proposition. Thus

Bl =
[
ftl−1tl f(tl−1+1)tl · · · f(tl−1)tl

]T
In the left picture of Figure 37, these blocks are the framed in red color.

Let al be the least positive integer such that the entry in fγ at position (al, tl) is an arrow. Then al ≤ tl
and each of the positions (al, tl), (al + 1, tl), . . . , (tl, tl) in fγ is given by an arrow in the quiver. These
positions are marked by a • in the left picture of Figure 37.

Corollary C.8. With the notation above, the sequence of steps Σtl−1
,Σtl−1+1, . . . ,Σtl−1 is equal to

T1 if tl − tl−1 = 1;
R1 T0 · · ·T0︸ ︷︷ ︸

tl−tl−1−2

R0 if tl − tl−1 ≥ 2.

In particular, Σtl−1
= R1 unless tl − tl−1 = 1.
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Figure 37. On the left, the staircase shape of the matrix of fγ . Entries in blank positions
are zero and entries in positions marked with a bullet point are given by arrows. The regions
Bl are framed in red. The picture on the right indicates the blocks of the matrix g0. The
blocks Bl,u are the framed columns above the diagonal; the entries in the shaded blocks
are zero. The blocks Al,u are the framed columns with bullet points. These blocks project
horizontally onto the positions of the arrows marked by bullet points in the matrix of fγ .

Proof. Let m = tl−tl−1. Since tl−1 is in the staircase sequence of Definition C.5, we must have Σtl−1−1 = R0

or T1, or Σtl−1
= R1.

Suppose first that Σtl−1−1 = R0. Then Σtl−1
is of degree 1, by Lemma C.3. If Σtl−1

= T1 then tl =
t(Σtl−1

) = tl−1 + 1, which is the case m = 1 of the statement. If Σtl−1
= R1 then its terminal is not in the

staircase sequence, and thus m > 1. The following step Σtl−1+1 is of degree 0. If it is R0 then its terminal is
tl, and we have m = 2. Otherwise, Σtl−1+1 = T0, and the following step Σtl−1+2 is of degree 0. Continuing
this way, we construct the sequence in the corollary.

If Σtl−1−1 = T1, then again Σtl−1
is of degree 1, by Lemma C.3, and the proof is the same as above.

Suppose now that Σtl−1
= R1. Then the degree of Σtl−1+1 is 0. If Σtl−1+1 = R0 then m = 2 and the

sequence is R1R0. Otherwise Σtl−1+1 = T0 and the following step Σtl−1+2 is of degree 0. Again we obtain
the sequence in the corollary by repeating this argument. �

The next lemma discusses the position of arrows in f .

Lemma C.9. Suppose fst is an arrow such that t − s ≥ 2. Then exactly one of the following statements
holds.

(i) fst, f(s+1)t, . . . , ftt are arrows and fs′t′ are not arrows for all s′ ≥ s, t′ < t, s′ ≤ t′ and (s′, t′) 6= (s, s).
(ii) fss, fs(s+1), . . . , fst are arrows and fs′t′ are not arrows for all s′ > s, t′ ≤ t, s′ ≤ t′ and (s′, t′) 6= (t, t).

Proof. Since fst is an arrow, it follows that the entries fs′t′ in the triangular region with s′ ≥ s, t′ ≤ t, s′ ≤ t′
are given by valid paths. Then Lemma C.3(c) implies that fs′s′ with s < s′ < t are not arrows. In particular,
since t− s ≥ 2 we have that f(s+1)(s+1) is not an arrow.

First, suppose that fs(s+1) is not an arrow, then we want to show that statement (i) of the lemma holds.
Then there is an arrow jt → js+1, because if this path were of length two or more then the path is+1 to jt
would not be valid, hence f(s+1)t = 0, a contradiction. Then since fst is an arrow, there is a path of length
two is → jt → js+1, see Figure 38 on the left. Note that the path from js to is+1 is either a single arrow
or a composition of two arrows. If t = s + 2 then we identify the two vertices labeled jt and js+2 given
in the figure. Then both f(s+1)t, f(s+2),t are arrows and statement (i) holds. Otherwise, if t > s + 2 then
the quiver is as in the figure. In particular, f(s+1)(s+2) is not an arrow, so there is a path of length two
is+1 → jt → js+2. If t = s + 3 then condition (i) holds by the same reasoning as above, and otherwise if
t > s+ 3 we can continue the argument in the same way. This shows the lemma in the case when fs(s+1) is
not an arrow.



84 RALF SCHIFFLER AND KHRYSTYNA SERHIYENKO

js+2
// is+2

||

js+2
// is+2

||
is // jt //

OO

js+1

��

OO

jt is //oo

��

OO

js+1

��

OO

js // is+1

bb

js // is+1

bb

Figure 38. Proof of Lemma C.9.

Now, suppose that fs(s+1) is an arrow, then we want to show that statement (ii) of the lemma holds. We
are in the situation of Figure 38 on the right. In particular, since fs(s+1) is an arrow then f(s+1)(s+1) is not
an arrow, because otherwise there would be no valid path from is to jt and thus fst = 0. Then fss is an
arrow. Moreover fs(s+1) is an arrow, because otherwise again the path from is to jt would not be valid. If
t = s+ 2, then fss, fs(s+1), fs(s+2) are arrows and (ii) holds. If t > s+ 2 then fs(s+3) is an arrow and we can
continue the argument in the same way to conclude that condition (ii) holds. This shows the lemma in the
case when fs(s+1) is an arrow and completes the proof. �

In the example of Figure 37 we have ft4t5 is an arrow and ft4(t5−1) is not, so the positions f(t4+1)t5 , . . . , ft5t5
are arrows.

C.2. Nilpotent endomorphisms of Mγ. In this subsection, we provide the proofs for section 6.1.

C.2.1. A preparatory lemma. We need the following lemma from homological algebra.

Lemma C.10. Let g : M → M ′ be a morphism in modB that induces maps g0, g1 on the projective
presentations of M and M ′ such that the following diagram commutes.

P1
f //

g1

��

P0

g0

��

π //

h1~~

M //

g

��h~~

0

P ′1
f ′
// P ′0

π′
// M ′ // 0

Then g is zero in modB if and only if g0 = f ′h1 + g′ for some maps h1, g
′ such that g′f = 0.

Proof. The following sequence of arguments yields the desired result.

g is zero in modB iff g factors through the projective cover of M ′

iff g = π′h for some h : M → P ′0

iff gπ = π′hπ because π is surjective

iff π′g0 = π′hπ because the diagram commutes

iff π′(g0 − hπ) = 0

iff g0 − hπ factors through f ′

iff g0 − hπ = f ′h1 for some h1 : P0 → P ′1

iff g0 = f ′h1 + hπ

iff g0 = f ′h1 + g′ such that g′f = 0. �

C.2.2. The compositions g0fγ and fγg1. The following lemmata describe the matrix entries in the composi-
tion g0fγ column by column. There are four cases to consider depending on the direction of the two steps
in the crossing sequence immediately before and after the crossing pair at position t. The first lemma deals
with the case where both steps are forward. Part (a) describes the entries above the diagonal and part (b)
the entries below the diagonal.
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Figure 39. Proof of Lemma C.11(a). On the left, s < u = t − 2, t = t(l+1). On the right,
s < u < t(l+1) and the step (ir−1, jr−1)→ (ir, jr) is trapezoidal of degree 0.

Lemma C.11. (The case→ (it, jt)→). Let
[
0 . . . 0 fut f(u+1)t . . . ftt 0 . . . 0

]T
be the column

t of fγ with u < t.

(a) For all s = 1, 2, . . . , u− 1

(C.1) (g0 fγ)st = isufut + is(u+1)f(u+1)t

Moreover, if fuu : iu → ju is a single arrow and the steps before and after (iu, ju) are of the form

(iu−1, ju−1) (iu, ju)
Σuoo Σu+1 // (iu+1, ju+1) then is(u+1)f(u+1)t = 0, so (g0fγ)st = isufut.

(b) For all s = t+ 1, t+ 2, . . . , n

(C.2) (g0 fγ)st = istftt + ist′ft′t

where t′ < t is the largest integer such that ft′t is an arrow and{
istftt = 0 if ftt is not an arrow;
ist′ft′t = 0 if no such t′ exists.

Proof. Since the column t of fγ is nonzero above the diagonal and zero below the diagonal, we know that
the crossing sequence at position t is of the form

(it−1, jt−1) (it, jt)//Σt Σt+1 // (it+1, jt+1)

with both steps going forward. Therefore the staircase shape of fγ implies that there exists a unique l such
that tl + 1 < t ≤ t(l+1) and u = tl.

(a) Let s < u. Since frt = 0 for r < u and r > t, we have

(C.3) (g0fγ)st =

t∑
r=u

isrfrt.

So we must show that isrfrt = 0, for r = u+ 2, u+ 3, . . . , t. For such an r, we would have tl = u < u+ 1 <
r ≤ t ≤ t(l+1), and in particular t(l+1) − tl ≥ 2. In this situation, Corollary C.8 implies that the sequence of
steps (Σtl ,Σtl+1, . . . ,Σt(l+1)−1) is equal to (R1, T0, . . . , T0, R0) with t(l+1) − tl − 2 steps T0 in the middle.

If t(l+1) − tl = 2, we have r > u+ 1 = tl + 1, hence r ≥ tl + 2 = t(l+1). Thus r = t = t(l+1), and we want
to show istftt = 0, where s < u. The quiver is shown in the left picture of Figure 39. The path ist runs from
is to it and must factor through jt. Therefore istftt = 0 since it contains a cyclic subpath at jt.

If t(l+1) − tl > 2, then our sequence of steps contains tl+1 − tl − 2 steps T0 in the middle. The case where
r = t = t(l+1) uses the same argument as above. In all other cases, the crossing pair (ir, jr) is the end of
a trapezoidal step of degree 0 and at the start of some step of degree 0. The quiver is shown in the right
picture of Figure 39.

In this case, isr is a path from is to ir with s < r − 1 and it must therefore factor through the vertex
labeled x that forms a 3-cycle with ir and jr. On the other hand, frt is a path from ir to jt with t ≥ r and
this path also factors through x. Consequently isrfrt = 0, because it contains a cyclic subpath at x. This
proves equation (C.3).
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Figure 40. Proof of the second statement of Lemma C.11 (a). On the left, the step
(iu, ju)→ (iu+1, ju+1) is trapezoidal, and on the right it is rectangular.
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Figure 41. Proof of Lemma C.11 (b), r ≤ t < s. On the left, ftt : it → jt is an arrow and
on the right it is a path it → x→ jt.

To prove the moreover statement of the lemma, suppose now that fuu : iu → ju is a single arrow and that
the step Σu is backward and the step Σu+1. We want to show that fs(u+1)f(u+1)t = 0. The step Σu+1 is
either trapezoidal or rectangular and both cases are illustrated in Figure 40. If it is trapezoidal then is(u+1)

factors through ju+1, as shown in the left picture of the figure. Thus if t = u + 1 then is(u+1)f(u+1)t = 0,
because it contains a cyclic subpath at ju+1. If t > u + 1 then fut = 0, because every path from iu to
any vertex past ju+1 will contain two arrows of the same 3-cycle and thus cannot be valid. This gives a
contradiction to the assumption of the lemma that fut 6= 0.

Suppose now that Σn+1 is rectangular, see the right picture in Figure 40. Then the path is(u+1) factors
through the vertex x in the figure. The path f(u+1)t also factors through x, which implies that is(u+1)f(u+1)t =
0, since it contains a cyclic subpath at x. This completes the proof of part (a).

(b) Let s > t. Again we have equation (C.3) and we may thus assume that u ≤ r ≤ t. Then isr is a path
from is to ir that runs against the direction of the steps in the crossing sequence, and frt is a path from ir
to jt that follows the direction of the steps, see Figure 41.

First suppose that ftt : it → jt is an arrow. This situation is shown in the left picture of the figure.
If the vertex x 6= ir then isr factors through the vertex x. On the other hand, the path frt from ir to jt

also factors through x. Therefore isrfrt = 0, since it contains a cyclic subpath at x.
If x = ir then, because of the position of x in the quiver, r = t′ is the largest integer such that ft′t is an

arrow. In this situation, ist′ft′t is nonzero. Moreover, if y = jt−1 then t′ = t− 1; otherwise t′ can be strictly
smaller than t− 1.

If r = t then we are considering istftt which is nonzero since ftt : it → jt is a single arrow.
Now suppose that ftt is not an arrow. Then there is an arrow jt → it. This situation is shown in the right

picture of Figure 41. If the vertex y is equal to some it′ in the crossing sequence, the argument is similar
to the one above. Otherwise, the path isr factors through the vertex y that forms a 3-cycle with it and jt.
On the other hand, frt is a path from ir to jt and it also must factor through y. Thus if the vertex y is
different from ir then isrfrt = 0, since it contains a cyclic subpath at y. Suppose now that y = ir. Then
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Figure 42. The exceptional case in Lemma C.13

r = t′, where t′ is the largest integer such that ft′t is an arrow. Thus, we have an arrow it′ → jt and the
composition ist′ft′t is nonzero. �

Lemma C.12. (The case ← (it, jt)←). Let
[
0 . . . 0 ftt . . . fvt 0 . . . 0

]T
be the column t of fγ

with t < v.

(a) For all s = 1, 2, . . . , t− 1

(C.4) (g0 fγ)st = istftt + ist′ft′t

where t′ > t is the smallest integer such that ft′t is an arrow and{
istftt = 0 if ftt is not an arrow;
ist′ft′t if no such t′ exists.

(b) For all s = v + 1, v + 2, . . . , n

(C.5) (g0 fγ)st = isvfvt + is(v−1)f(v−1)t

Moreover, if fvv : iv → jv is a single arrow and the steps before and after (iv, jv) are of the form

(iv−1, jv−1) (iv, jv)
Σvoo Σv+1 // (iv+1, jv+1) then is(v−1)f(v−1)t = 0, so (g0fγ)st = isvfvt.

Proof. This is the dual statement to Lemma C.11. �

Lemma C.13. (The case → (it, jt) ←). Let
[
0 . . . 0 fut . . . ftt . . . fvt 0 . . . 0

]T
be the col-

umn t of fγ with u < t < v. Then the entry (g0fγ)st is computed according to formula (C.1), if s < u, and
according to formula (C.4), if s > v, unless we are in one of the following two exceptional cases.

If u = t− 1, ftt is not an arrow, the steps before and after (it−1, jt−1) are of the form

(it−2, jt−2) (it−1, jt−1)//Σt−1 Σt // (it, jt) ,

and there exists t′ > t such that ft′t : it′ → jt is an arrow, then (g0 fγ)st has an additional term ist′ft′t, for
all s < u.

If v = t+ 1, ftt is not an arrow, the steps before and after (it+1, jt+1) are of the form

(it, jt) (it+1, jt+1)
Σt+1oo ooΣt+2

(it+2, jt+2) ,

and there exists t′ < t such that ft′t : it′ → jt is an arrow, then (g0 fγ)st has an additional term ist′ft′t, for
all s > v.

Proof. The proof of the general case is analogous to to the relevant parts of the two previous lemmata. The
exceptional case is illustrated in Figure 42. Clearly (g0 fγ)st = is(t−1)f(t−1)t+ istftt+ ist′ft′t. Since t−1 = u
and t = u + 1, the first two terms are precisely those given by equation (C.1), while the third term is the
additional term given in the statement. �

Lemma C.14. (The case ← (it, jt)→). Let
[
0 . . . 0 ftt 0 . . . 0

]T
be the column t of fγ . Then for

all s 6= t

(C.6) (g0fγ)st =

{
istftt if ftt : it → jt is an arrow;
0 if ftt : it → · → jt is not an arrow.
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Proof. We have (g0fγ)st =
∑
u isufut = istftt, where the last identity follows from the assumption that ftt

is the only nonzero entry in the t-th column of fγ . It only remains to show that istftt = 0 when ftt is not
an arrow. In this situation, we have the following subquiver

· jtoo

��

// ·

k1

??

it //oo k2

__

Thus there is an arrow jt → it that lies in two 3-cycles whose third vertex is labeled k1 or k2 in the figure,
and ftt is equal to either one of the two paths it → k1 → jt and it → k2 → jt. On the other hand, ist, being
a path ending at it, must end in one of the two subpaths k1 → jt → it and k2 → jt → it. In both cases, the
composition istftt is zero, because it contains a cyclic subpath at k1 or k2. �

Lemmata C.11-C.14 also imply the following dual statements for the composition fγg1, obtained by
reformulation using the rows of fγ instead of the columns. The proof follows directly from the property of
the transpose (fγg1)T = gT1 f

T
γ .

Lemma C.15. The entries of the matrix of fγg1 satisfy the following equations.

(1) (The case → (is, js)→). Let
[
0 . . . 0 fss . . . fsr 0 . . . 0

]
be the row s of fγ , with r > s.

(a) For all t = r + 1, . . . , n

(C.7) (fγg1)st = fsrjrt + fs(r−1)j(r−1)t

Moreover, if frr : ir → jr is a single arrow and the steps before and after (ir, jr) are of the form

(ir−1, jr−1) (ir, jr)//Σr ooΣr+1

(ir+1, jr+1) then fs(r−1)j(r−1)t = 0, so (fγg1)st = fsrjrt.

(b) For all t = 1, 2, . . . , s− 1

(C.8) (fγg1)st = fssjst + fss′js′t

where s′ > s is the smallest integer such that fss′ is an arrow,

and

{
fssjst = 0 if fss is not an arrow;
fss′js′t = 0 if no such s′ exists.

(2) (The case ← (is, js)←). Let
[
0 . . . 0 fsr . . . fss 0 . . . 0

]
be the row s of fγ , with r < s.

(a) For all t = s+ 1, . . . , n

(C.9) (fγg1)st = fssjst + fss′js′t

where s′ < s is the largest integer such that fs′s is an arrow,

and

{
fssjst = 0 if fss is not an arrow;
fss′js′t = 0 if no such s′ exists.

(b) For all t = 1, 2, . . . , r − 1

(C.10) (fγg1)st = fsrjrt + fs(r+1)j(r+1)t.

Moreover, if frr : ir → jr is a single arrow and the steps before and after (ir, jr) are of the form

(ir−1, jr−1) (ir, jr)//Σr ooΣr+1

(ir+1, jr+1) then fs(r+1)j(r+1)t = 0, so (fγg1)st = fsrjrt.

(3) (The case ← (is, js) →). Let
[
0 . . . 0 fsr . . . fss . . . fsr′ 0 . . . 0

]
be the row s of fγ ,

with r < s < r′. Then the entry (fγg1)st is computed according to formula (C.7) if t > r′ and
according to formula (C.10) if t < r, unless we are in one of the following two exceptional cases.

If r′ = s + 1, fss is not an arrow, the steps before and after (is+1, js+1) are of the form

(is, js) (is+1, js+1)//Σs+1 Σs+2 // (is+2, js+2) , and there exists s′ < s such that fss′ : is → js′ is an

arrow, then (fγg1)st has an additional term fss′js′t, for all t > r′.
If r = s − 1, fss is not an arrow, the steps before and after (is−1, js−1) are of the form

(is−2, js−2) (is−1, js−1)
Σs−1oo oo Σs (is, js) , and there exists r′′ > s such that fsr′′ : is → jr′′ is

an arrow, then (fγg1)st has an additional term fsr′′jr′′t, for all t < r.
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(4) (The case → (is, js)←). Let
[
0 . . . fss 0 . . . 0

]
be the row s of fγ .

Then for all s 6= t

(C.11) (fγg1)st =

{
fssjst if fss : is → jt is an arrow;
0 if fss : is → · → js is not an arrow.

C.2.3. Blocks of g0. We will think of the result in Section C.2.2 as relations in the matrix g0. To make this
idea precise, we introduce the following block structure in the matrix g0. Recall that both maps fγ and g0

are given by square matrices of the same size, and that we have defined the blocks Al and Bl in fγ as the
subcolumns of the column tl. Each of these blocks Al and Bl induces a family of column blocks Al,u and
Bl,u in g0 as follows.

Definition C.16 (Column Blocks). Let g be an endomorphism of Mγ and let g0 be the induced endomor-
phism on the projective cover P0(γ) = ⊕ns=1P (is). We treat the change of direction in parts (c) and (d). For
parts (a) and (b) below, we assume that the crossing sequence is forward without change of direction, and
we use the notation of Definition C.7, thus 1 = t0 < t1 < · · · < tp = n is the staircase sequence of fγ and al
is the least positive integer such that the entry in fγ at position (al, tl) is an arrow. We define the following
column blocks in the matrix of g0,

(a) (i) If al 6= tl−1 or ft(l−1)t(l−1)
is not an arrow, define

Al,u = [ialu i(al+1)u . . . itlu]T , where u ≤ al − 1.

(ii) If al = tl−1 and ft(l−1)t(l−1)
is an arrow, define

Al,u = [i(al+1)u i(al+2)u . . . itlu]T , where u ≤ al.

In the right picture of Figure 37, the A-blocks are the colored framed regions with bullet points
below the diagonal. In the example of Figure 37, the block A5,u is of type (a)(ii). For a crossing
sequence that is non-forward the definition is symmetric.

(b) For all 1 ≤ l ≤ p and tl ≤ u let

Bl,u =
[
itl−1u i(tl−1+1)u · · · i(tl−1)u

]T
.

In the right picture of Figure 37, the B-blocks are the colored framed regions above the diagonal.
The shading in some of these blocks will be explained in Example C.22. For a crossing sequence that
is non-forward the definition is symmetric.

(c) Assume the crossing sequence has a change of direction at tl of the form → (itl , jtl) ← and ftltl is
an arrow. In addition to the A and B blocks defined above we also have a gluing of two of these as
follows.

(i) If al 6= tl−1 or ft(l−1)t(l−1)
is not an arrow, define

ABl,u = [ialu i(al+1)u . . . itlu i(tl+1)u . . . i(tl+1)u]T ,where u ≤ al − 1.

(ii) If al = tl−1 and ft(l−1)t(l−1)
is an arrow, define

ABl,u = [i(al+1)u . . . itlu i(tl+1)u . . . i(tl+1)u]T ,where u ≤ al.
In a similar way we would also have blocks of type BAl,u with āl defined as the largest integer

such that fāltl is an arrow and u ≥ āl + 1 in type (i) or u ≥ āl in type (ii).
(d) Assume the crossing sequence has a change of direction at tl of the form ← (itl , jtl) →. Then the

Al,u, Bl,u blocks are empty. The Al+1,u, Al−1,u blocks are as in part (a)(ii) and the Bl+1,u, Bl−1,u

are as in part (b).

The following lemma examines the entries of the composition fγg1 in positions corresponding to the
column blocks of g0.

Lemma C.17. Let
[
is′u i(s′+1)u . . . is′′u

]T
be a column block in g0, and let s′ ≤ s ≤ s′′. Assume

that if the column block is Al,u of Definition C.16 and there exists t′ > s′′ such that fs′′t is an arrow, then
s′ ≤ s < s′′. Then the coefficients of (fγg1)su are equal for all s.
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Proof. First, suppose that the column block is of type Al,u and it lies below the main diagonal as in Figure 37.
Then fs′s′′ , f(s′+1)s′′ , . . . , fs′′s′′ are arrows. Moreover, there are no arrows in fγ to the left of these entries
by Definition C.16(a) of the column blocks. By Lemma C.15(1)(b) (fγg1)su = fss′′js′′u for all s′ ≤ s < s′′.
Then the coefficient of (fγg1)su is independent of s, so the lemma follows. If s = s′′ and no t′ as in the
statement of the lemma exists then we still have the same equation for (fγg1)s′′u, and the lemma holds.

If the column block is of type ABl,u or BAl,u then the argument is similar to the one above and also uses
the moreover statement of part (1) and part (2) of Lemma C.15.

If the column block is of type Bl,u, and without loss of generality we may assume that s′′ < u. Hence, the
column block is to the right of the main diagonal in g0 as in Figure 37, and using notation of Definition C.16
we have that s′ = tl−1 and s′′ = tl − 1 for some l. Also, note that t′ ≥ tl. Then the row s of fγ is[

0 . . . 0 fss . . . fs(tl−1) fs(tl) 0 . . . 0
]

and Lemma C.15 implies that

(fγg1)su = fs(tl−1)j(tl−1)u + fs(tl)j(tl)u

for all s′ ≤ s < s′′ and u > tl. In particular, the coefficient of (fγg1)su is the sum of the coefficients of
j(tl−1)u and j(tl)u, which is independent of s. If u = tl then by Corollary A.20 we have that (fγg1)stl = 0
because fstl 6= 0. This is again independent of s, so the lemma holds. �

Next we will introduce row blocks in the matrix of g0. We assume that the steps in the crossing sequence
are forward. The non-forward case is symmetric. The changes of direction will be discussed below as well.

Definition C.18. (a) We define maximal one-step sequence in the matrix of fγ to be a maximal sequence
of consecutive columns m,m+ 1, . . . ,m′ where the diagonal entry ill and the entry right above the diagonal
i(l−1)l are nonzero, and all other entries above the diagonal are zero.

(b) We define maximal one-step sequence of arrows in the matrix of fγ to be a maximal sequence of
consecutive columns m,m + 1, . . . ,m′ where the diagonal entry and the entry right above the diagonal are
arrows.

Example C.19. In the example in Figure 37, there is one maximal one-step sequence of length two m =
t4,m

′ = t4 +1, and all other maximal one-step sequences are of length one m = m′ = tl+1, with l = 1, 2, 5, 6.
The only two maximal one-step sequences of arrows are m = m′ = t1, or t5.

Remark C.20. Let m,m + 1, . . . ,m′ be a maximal one-step sequence. If there is no change of direction at
m − 1 and m′, then it follows from the definition of the staircase sequence C.5 of fγ that there exists an l
such that m = tl,m+1 = tl+1, . . . ,m

′−1 = tl+m′−m−1, and m′ is not one of the ti of the staircase sequence.
Moreover, we have m− 1 = tl−1. In this situation the columns m− 1 and m′ + 1 has at least three nonzero
entries on and above the diagonal.

If there is a change of direction at m′ then m′ = tl+m′−m is also in the staircase sequence. In this case,
the column m′ + 1 is zero at every position above the diagonal.

If there is a change of direction at m − 1 then the column m − 1 is zero except at the diagonal position
and m− 1 is not in the staircase sequence.

Definition C.21 (Row Blocks). Let g be an endomorphism of Mγ and let g0 be the induced endomorphism
on the projective cover P0(γ) = ⊕ns=1P (is). We treat the change of direction in parts (a)(ii), (b)(ii) and
(b)(iii). Otherwise, we assume that the crossing sequence is forward without change of direction. We define
the following row blocks in the matrix of g0.

(a) For each maximal one-step sequence m,m+ 1, . . . ,m′, we define
(i) Unless we are in the situation of case (ii) below, let

Fv,m = [iv,m−1 ivm . . . ivm′ ], where v < m− 1.

(ii) If there is a change of direction at m− 1 whose diagonal entry f(m−1)(m−1) is an arrow then let

Fv,m = [ivm . . . ivm′ ], where v ≤ m− 1.

(b) For each maximal one-step sequence of arrows m,m + 1, . . . ,m′ we have the following row blocks
below the diagonal.
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(i) Unless we are in the situation of case (ii) or (iii) below, let

Ev,m = [iv(m−1) ivm . . . ivm′ ], where v ≥ m′ + 1.

(ii) If there is a change of direction at m′ + 1 such that fm′(m′+1) is an arrow, f(m′+1)(m′+1) is not
an arrow, and f(m′+3)(m′+1) = 0 then let

Ev,m = [iv(m−1) ivm . . . ivm′ iv(m′+1)], where v ≥ m′ + 3.

(iii) If there is a change of direction at m − 1 whose diagonal entry is not an arrow then the block
Evm extends to the left into the adjacent F -block as follows,

FEv,m = [iv(m′′) . . . iv(m−1) ivm . . . ivm′ ], where v ≥ m′ + 1

and m′′ is the first column of the (backward) maximal one-step sequence ending at m′ − 1.
In a similar way we would also have blocks of type EFv,m above the diagonal.

(iv) If in a case (i), (ii) or (iii) above we have f(m−1)(m−1) or fm′(m′+1) is an arrow then the row
block will behave somewhat differently in what follows, and we refer to it as a row block of type
(iv).

Example C.22. In the example of Figure 37 the row blocks Fv,m are formed by those colored blocks Bl,u
that are non-shaded. For example row one of the matrix has the following five row blocks.

[i1t1 i1(t1+1)] , [i1t2 i1(t2+1)] , [i1t3 i1t4 i1(t4+1)] , [i1t5 i1(t5+1)] , [i1t6 i1(t6+1)]

C.2.4. The cases where g0 is constant on the column blocks or alternating on the row blocks. Each entry of
the matrix of g0 is given by a product of a scalar coefficient and path. If C is any submatrix, we say that
g0 is constant on C if each entry of g0 in C has the same scalar coefficient. If the submatrix C has only one
row, we say that g0 is alternating on C if the scalar coefficient is constant up to sign and the sign alternates
along the row.

Lemma C.23. Let g be a nilpotent endomorphism of Mγ . Then g = 0 in CMPB in each of the following
cases.

(i) g0 is constant on a block Bl,u and zero elsewhere,
(ii) g0 is constant on a block Al,u and zero elsewhere,
(iii) g0 is constant on Al,u ∪ {ialu} and zero elsewhere, where Al,u = [i(al+1)u i(al+2)u . . . itlu]T is a

column block as in part (a)(ii) of Definition C.16,
(iv) g0 is constant on a block ABl,u or a block BAl,u and zero elsewhere.

Proof. We are going to construct a morphism h : P0(γ) → P1(γ) such that g0 = fγh. Then the result will
follow from Lemma C.10.

(i) In order to construct h, we first must take a closer look at g0. Let (s, u) be a nonzero position in the
matrix of g0 that lies in the block Bl,u. Thus tl−1 ≤ s ≤ tl − 1 and tl ≤ u. Then (g0)su is a scalar multiple
of a path from is to iu. We shall show that this path factors through jtl .

Indeed, if tl − tl−1 = 1 then s = tl − 1 and the block Bl,u consists of a single position (g0)(tl−1)u, u ≥ tl,
and the step Σtl−1 in the crossing sequence of γ is trapezoidal of degree 1, by Corollary C.8. It is not hard
to see that in this case the path (g0)(tl−1)u from itl−1 to iu factors through jtl−1.

On the other hand, if tl − tl−1 ≥ 2 then Σtl−1 is rectangular of degree zero, again by Corollary C.8. This
case is illustrated in Figure 43. Thus the path in (g0)su from is to iu with s ≤ tl − 1, u ≥ tl factors through
jtl−1.

Therefore, up to a scalar coefficient, (g0)su is a path w : is ; jtl−1 ; iu. Moreover, since tl−1 ≤ s ≤ tl−1,
the staircase shape of fγ implies that fs(tl−1) 6= 0, and thus there exists a valid path fs(tl−1) : is ; jtl−1.
Let h(tl−1)u denote the subpath of w from jtl−1 to iu, multiplied by the coefficient of (g0)su. Here we use
the fact that this coefficient does not depend on s, since g0 is constant on the block Bl,u. Then h(tl−1)u is a
morphism from P (iu) to P (jtl) and we have

(g0)su = fs(tl−1)h(tl−1)u.

Note that the right hand side of this equation is the product of a single entry of fγ with h(tl−1)u. We now
shall consider the product of fγ with h(tl−1)u.
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Figure 43. Proof of Lemma C.23. The steps Σtl−3,Σtl−2 are both T0 and the step Σtl−1 is R0.

If the block Bl,u is of size at least 2, that is tl − tl−1 ≥ 2 then

fγh(tl−1)u = (fs′(tl−1)h(tl−1)u)t(l−1)≤s′≤tl−1 = g0|Bl,u .

In this case, we define h = h(tl−1)u at position (tl − 1)u and zero elsewhere.
If the block Bl,u is of size 1, that is tl − tl−1 = 1, then

fγh(tl−1)u = (fs′(tl−1)h(tl−1)u)tl−2≤s′≤tl−1

is bigger that Bl,u. In this case, we defined h to be h(tl−1)u at position (tl−1)u, and −h(tl−1−1)u at position
(tl−1 − 1)u. Then if the previous block Bl−1,u has size greater than 1 then (fγh) = g0. And if Bl−1,u has
size 1 as well, then we add h(tl−2−1)u to h in order to compensate again. Continuing this way will produce
the desired map h.

(ii) and (iii) Recall that al is the least integer such that in column tl of the matrix of fγ the positions
al, al+1, . . . , tl are given by arrows ial → jtl , ial+1 → jtl , . . . , itl → jtl . Suppose first that the arrow between
ial and jal is in the direction jal → ial . The quiver in this case is illustrated in the left picture of Figure 44.
We call the configuration given by the full subquiver on the vertices ial , jal , . . . , itl , jtl a flower centered at
jtl . In this situation the position (al, al) in the matrix fγ is not an arrow. Thus the block Al,u is of type
(a)(i) in Definition C.16. Hence, it consists of the positions al, al + 1, . . . , tl in column u of the matrix g0,
where u ≤ al − 1. The entries in this block are paths starting at one of the points ial , . . . , itl and ending at
iu. From the figure it is clear that each of these paths must factor through jtl . Define h1 to be the path
jtl ; iu at position (tl, u) and zero elsewhere. Then fγh1 = g0|Al,u, and we are done.

Now suppose that the arrow is ial → jal . The quiver in this case is illustrated in the right picture of
Figure 44. In this situation, the flower centered at jtl does not contain the vertex jal , and the position
(al, al) in the matrix fγ is an arrow. Thus the block Al,u consists of the positions al + 1, al + 2, . . . , tl in
column u of the matrix g0, where again u ≤ al. Again each of the entries in this block is a path that factor
through jtl . In case (iii) this completes the proof. However, in case (ii), the map h1 defined above will not
work, because its composition with fγ would contain the nonzero path ial → jtl ; iu which is not part of
the block Al,u. In order to compensate, we note that this path factors through jal as well. So we can define
h2 = h1 − (jal ; iu), so h2 has two nonzero positions jtl ; iu and −(jal ; iu), and then fγh2 is equal to
g on the block Al,u and is zero at position (al, u). Thus if there is no other arrow from a vertex is to the
vertex jal with s < al then this h2 has the desired property.
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Figure 44. Local configuration in the situation of block Al,u. On the left, the arrow of the
al-th crossing pair is jal → ial ; on the right, the arrow is ial → jal .
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Figure 45. Local configuration in the situation of block Al,u in the case where ial → jal ,
ial−1 → jal and ial−1 → jal−1 .

Now suppose there is an arrow is → jal with s < al. Here we need to consider two subcases, depending
on whether or not the vertex x in the right picture in Figure 44 is the vertex jal−1. If it is, then the path
ial → jtl ; iu would be

ial → jtl → jal−1 → ial−1 → jal ; iu,

and, since the initial piece ial → jtl → jal−1 factors through jal , this path is zero unless u = al − 1. Hence
our first morphism h1 has the desired property if u < al − 1, and our second morphism h2 has the desired
property if u = al−1. If, on the other hand, the vertex x is not jal−1 then either there is no arrow ial−1 → jal
and in this case we can use the map h2, or there is an arrow ial−1 → jal , see Figure 45.

In that figure, we have an arrow from jal−1 to x which implies that the quiver contains a flower at x and
thus there exists a path from x to some iu with u < al − 1 (for example u = al − 2) that does not factor
through ial−1. In this situation, the composition fγh2 contains the term −(ial−1 → jal ; iu) which is not
in the block Al,u, and again we need to compensate. In this case, the map h3 = h2 + (jal−1 ; iu) has the
desired property.

This process will continue if there is another flower at a vertex y that is not one of the vertices i, j of the
crossing sequence at that has an arrow from x. After a finite number of steps, it will produce a map h such
that fγh = g0 and we are done.

Let us also remark that it is possible that the crossing sequence has a change of direction at the pair

(ial , jal). In that situation, the map h =

{
h1 if ial → jal is an arrow;
h2 if ial ; jal is not an arrow

will have the desired property.

(iv) This case is similar to case (ii). �
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Next we are going to study the case where g0 is alternating on row blocks.

Lemma C.24. Let g be a nilpotent endomorphism of Mγ such that g0 is alternating on a row block and zero
elsewhere else.

(a) If the row block is not of type (iv) then g0fγ = 0. In particular g = 0 in CMPB.
(b) If the row block is of type (iv) then g0fγ is zero everywhere except possibly at two positions.

Proof. We may assume without loss of generality that the crossing sequence is forward. Suppose first that
the row block is Fv,m as in part (a) of Definition C.21. Let (v, t) be a position in Fv,m. Suppose first that
t ≥ m. Since we have a maximal one-step sequence, the parameter u in part (a) of Lemma C.11 is equal to
t− 1. Therefore equation (C.1) implies that (g0fγ)vt = iv(t−1)f(t−1)t + ivtftt. Both terms in this expressions
are equal to scalar multiples of the unique path from iv to jt and the scalar is equal to the coefficient of
iv(t−1) and ivt, respectively. Thus the expression is zero because g0 is alternating on the block.

Now suppose t = m− 1. Then the column t is not part of the maximal one-step sequence. Suppose first
that there is not change of direction at m − 1. Then Lemma C.11(a) implies (g0fγ)v(m−1) = ivufu(m−1) +
iv(u+1)f(u+1)(m−1), with u < m − 2. Thus the positions (v, u), (v, u + 1) are not part of the block Fv,m,
hence ivu = iv(u+1) = 0, and we are done. Now suppose there is a change of direction at m − 1. Then
the moreover statement of Lemma C.11(a) implies that ivmfmm = 0 and thus (g0fγ)vm = iv(m−1)f(m−1)m.
But iv(m−1) = 0, since (v,m − 1) is not part of the block, because of Definition C.21(a)(ii). This shows
that (g0fγ)vm = 0. Moreover, (v,m − 1) not being part of the block also implies (g0fγ)v(m−1) = 0. This
completes the proof in the case when the row block is of type F .

Now suppose that the row block is Ev,m as in part (b)(i) of Definition C.21. Let (v, t) be a position in
Ev,m. Suppose first that m ≤ t ≤ m′. In this case, we have a maximal one-step sequence of arrows, and
thus the parameter t′ in part (b) of Lemma C.11 is equal to t − 1. Therefore equation (C.2) implies that
(g0fγ)vt = ivtftt + iv(t−1)f(t−1)t and both terms are nonzero. By the same argument as in the previous case,
we see that the expression is zero because g0 is alternating on the block.

Now suppose that t = m−1 and assume first that Ev,m is not of type (iv). In particular f(m−1)(m−1) is not
an arrow. Then in the composition g0fγ in column m−1, only the term f(m−1)(m−1) may contribute since g0 is
zero in columns t with t < m−1. Now, since f(m−1)(m−1) is not an arrow then by Lemma C.11 (b), g0fγ is zero
in column m− 1. Finally suppose that t = m′+ 1. Similarly to the previous case, fm′(m′+1) is not an arrow.
Note, that since fm′m′ is an arrow then f(m′−1)(m′+1) = 0, by Lemma C.3 (c). Thus in column m′+1 of fγ , we
will have two terms f(m′+1)(m′+1), fm′(m′+1), and then (g0fγ)v(m′+1) = iv(m′+1)f(m′+1)(m′+1)+ivm′fm′(m′+1).
Now, ivm′fm′(m′+1) = 0, because of Lemma C.11(b) using the fact that fm′(m′+1) is not an arrow, and
iv(m′+1)f(m′+1)(m′+1) = 0, because the position (v,m′ + 1) is not in the block.

If the row block Ev,m is as in part (b)(ii) of Definition C.21 then Lemma C.13 with t′ = m′, t = m′ + 1
implies that (g0fγ)v(m′+1) has an additional term ivm′fm′(m′+1). Thus

(g0fγ)v(m′+1) = ivm′fm′(m′+1) + iv(m′+1)f(m′+1)(m′+1) + iv(m′+2)f(m′+2)(m′+1).

However, the position (v, (m′ + 2)) is not in Ev,m so iv,(m′+2) = 0 and thus the above expression has only
two non-zero terms. Again since g0 is alternating on the block, the sum is zero.

If the row block is FEv,m or EFv,m as in part (b)(iii) of Definition C.21 then it consists of an E-block
and and F -block that are joined. This case follows by combining the previous ones. Moreover, Lemma C.14
guarantees that the g0fγ is also zero at position (v,m− 1), because f(m−1)(m−1) is not an arrow.

Thus in all cases we have g0fγ = 0. In particular, Lemma C.10 implies g = 0 in CMPB.
(b) Now assume that Ev,m is of type (iv). In this case the entries (g0fγ)vt, with t the first or last entry

of the block may be nonzero. �

C.2.5. Proof of Theorem 6.1.

Theorem C.25. Let γ be a 2-diagonal and Mγ the associated indecomposable syzygy over B. Then Mγ

does not admit any nonzero nilpotent endomorphisms in CMPB.

Proof. Let g be a nilpotent endomorphism of Mγ with the corresponding maps g0, g1 on the projective
presentation of Mγ as in the diagram (6.1). Let g0 = (ist), g1 = (jst) denote the entries of these matrices.
Recall that ist is a path is ; jt scaled by some coefficient from the field k, and since g is nilpotent ist = 0
if s = t. The strategy of the proof is as follows. Given a nonzero entry ist of g0 we construct a map
g′0 : P0(γ)→ P0(γ) that induces a nilpotent endomorphism g′ of Mγ such that g′ = 0 in CMPB. Moreover,
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(g′0)st = ist and g0 − g′0 has fewer nonzero entries than g0. Then replacing g0 with g0 − g′0 and repeating the
argument we conclude that g0 = 0 and, hence, g = 0 in CMPB.

Let ist be a nonzero entry of g0. Next we consider several cases based on whether ist belongs to a column
block and/or a row block of g0.

(1) Suppose that ist belongs to a column block that consists of a single term. Let g′0 be the map that
contains the entry ist in position (s, t) and zero everywhere else. Then by Lemma C.23 g′0 induces an
endomorphism of Mγ that is zero in CMPB. By construction, g0 − g′0 has fewer nonzero entries than g0.
This shows the desired conclusion in this case.

(2) Suppose that ist does not belong a column block and fst 6= 0. Without loss of generality we may assume
that s < t, then t is not one of the tl in the staircase sequence, see Figure 37. In particular, tl−1 ≤ s < t < tl
for some l, and ftu 6= 0 if and only if u = t, t + 1, . . . , tl. Moreover, note that fsu 6= 0 for u = t, . . . , tl. Let
g′0 be the map that contains the entry ist in position (s, t) and zero everywhere else. Then the composition
g′0f is zero everywhere except in positions (s, u) where (g′0fγ)su = istftu and u = t, t + 1, . . . , tl. However,
since fsu 6= 0, Corollary A.20 implies that (g′0fγ)su = 0. Hence, g′0fγ = 0. In particular, g′0 induces an
endomorphism g′ of Mγ which is zero in CMPB. By construction, g0 − g′0 has fewer nonzero entries than
g0, which yields the desired conclusion in this case.

(3) Suppose that ist does not belong to a column block and fst = 0. Without loss of generality we may
assume that fs(s−1) = 0, so in particular fsu = 0 for all u < s. Then since ist does not belong to a column
block and fst = 0, it follows that s > t and fsu is not an arrow for any u ≥ s, see Figure 37. In this case,
Lemma C.15 parts (1b) and (4) imply the following equation.

(C.12) (fg1)su = 0 for u ≤ s
Now we consider two subcases depending on whether ist belongs to a row block or not.
(3a) Suppose that ist belongs to a row block[

ist′ is(t′+1) . . . ist . . . ist′′
]
.

Then by definition of a row block there is a maximal one-step sequence in fγ and thus column u of fγ has
exactly two nonzero entries. Then the composition

(C.13) (g0f)su = isvfvu + is(v+1)f(v+1)u for t′ < u, v < t′′

where v = u if the row block is an F block and v + 1 = u if the row block is an E block. The case when
the row block is an EF or an FE block follows similarly, so we omit it from the discussion. If the row block
is not of type (iv) then equation (C.13) also holds when u = t′′ and u = t′. In this case (C.12) implies
that two consecutive entries in g0 in the row block have opposite signs. Let g′0 be the map that agrees with
g0 on the entries of the row block and is zero everywhere else. By Lemma C.24(a) the map g′0 induces an
endomorphism of Mγ that is zero in CMPB. By construction, g0 − g′0 has fewer nonzero entries than g0,
which yields the desired conclusion in the case when the row block is not of type (iv).

Otherwise, suppose that the row block is of type (iv). Then ft′t′ is an arrow, and ist′ft′t′ is a summand of
(g0f)st′ or ft′′(t′′+1) is an arrow and ist′′ft′′(t′′+1) is a summand of (g0f)s(t′′+1) or both of these cases hold.
If (g0f)st′ = ist′ft′t′ then equations (C.12) and (C.13) imply that g0 is constantly zero on the row block. In
particular, ist = 0, contrary to our assumption in the beginning of the proof, or (g0f)st′ = 0 and here we can
proceed in the same way as if the row block is not of type (iv). If ft′′(t′′+1) is an arrow, then f(t′′+1)(t′′+1)

is not an arrow because the maximal one-step sequence of arrows ends at t′′, so (g0f)s(t′′+1) = ist′′ft′′(t′′+1)

by Lemma C.11(b). Then similarly to the above we conclude that ist = 0. It remains to consider the case
when (g0f)st′ = ist′ft′t′ + ist′′′ft′′′t′ where ft′′′t′ is an arrow and t′′′ < t′ is maximal. We claim that ist′′′ = 0,
so again we can proceed in the same way as before. Note that t′′′ < t′ − 1 because the maximal one-step
sequence of arrows starts at t′+1. Hence, f(t′−1)t′ is not an arrow and then Lemma C.9 implies that ft′′′(t′−1)

is an arrow and t′′′ is maximal such that ft′′′(t′−1) is an arrow. In particular, Lemma C.11(b) implies that
(g0f)s(t′−1) = ist′′′ft′′′(t′−1), which equals zero by (C.12). This shows the claim that ist′′′ = 0, and completes
the proof in case (3a).

(3b) Suppose that ist does not belong to a row block and fst = 0. Then let g′0 be the map that contains
the entry ist in position (s, t) and zero everywhere else. First, assume that f(t+1)t 6= 0. Then f(t+2)t 6= 0
since t is not part of a maximal one-step sequence. In particular, if ftu 6= 0 then f(t+1)u, f(t+2)u are are also
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nonzero. Then the composition g′0fγ is zero everywhere except possibly in position (s, u), where it equals
istftu for u ≤ s. However, the parameter v in Lemma C.12(b) is at least t + 2 and equation (C.5) implies
that ftu does not contribute to (g′0fγ)su. Therefore, (g′0fγ)su = 0. This completes the proof in case (3b)
whenever f(t+1)t 6= 0. Note that in this argument we did not need the stronger assumption of (3) that ist
does not belong to a column block.

Now suppose that f(t+1)t = 0. Then (g′0f)st′ equal zero or it equals istftt′ if ftt′ is an arrow. However,
equation (C.12) implies that istftt′ = 0 and so g′0f = 0. Hence, g′0f = 0. In particular, g′0 induces an
endomorphism g′ of Mγ which is zero in CMPB. By construction, g0 − g′0 has fewer nonzero entries than
g0, which yields the desired conclusion. This completes the proof of case (3).

(4) Suppose that ist belongs to a column block[
is′t i(s′+1)t . . . ist . . . is′′t

]T
of size greater than one. Assume without loss of generality that s > t.

(4a) Suppose that ist also belongs to a row block[
ist′ is(t′+1) . . . ist . . . ist′′

]
.

Let C be the submatrix of g0 with entries iuv where s′ ≤ u ≤ s′′ and t′ ≤ v ≤ t′′. Hence, every column of C
is a column block of g0 and every row of C is a row block of g0. Let g′0 be map that agrees with g0 on the
entries in C and zero everywhere else. We will show that g′0 induces a nilpotent endomorphism g′ of Mγ .
Recall that every iuv of C is a path iu ; iv multiplied by a coefficient auv ∈ k. Denote by A = (auv) the
matrix of the coefficients in C.

First, suppose that the row blocks in C are not of type (iv). Assume further that if the column block is
Al,u of Definition C.16 then there does not exist a v > s′′ such that fs′′v is an arrow. In this situation, we
may use Lemma C.17 to conclude that for all s′ ≤ u ≤ s′′ and t′ ≤ v ≤ t′′ we have relations auv + au(v+1) =
a(u+1)v + a(u+1)(v+1) which imply

(C.14) a(u+1)v − auv = −(a(u+1)(v+1) − au(v+1))

Define a matrix Acol of the same size as A such that every column of Acol is constant and equal to the
first entry in the corresponding column of A. Then

A−Acol =


0 0 0 · · ·

a(s′+1)s′ − as′s′ a(s′+1)(s′+1) − as′(s′+1) a(s′+1)(s′+2) − as′(s′+2) · · ·
a(s′+2)s′ − as′s′ a(s′+2)(s′+1) − as′(s′+1) a(s′+2)(s′+2) − as′(s′+2) · · ·

...
...

...
...


We will show that this matrix is alternating on the rows. Indeed, for the first row this is trivial, and for the
second row it follows directly form the relation (C.14) with u = s′. For the row indexed by u > s′ + 1 it
follows from the following telescoping argument

auv − a1v =

u−1∑
l=1

a(l+1)v − alv
(C.14)

=

u−1∑
l=1

−(a(l+1)(v+1) − al(v+1)) = −(au(v+1) − a1(v+1)).

Thus g′0 can be written as a sum g′0 = gcol+grow, where gcol is constant on each block and grow is alternating
on the rows. Now Lemmata C.23(i) and C.24(a) imply that g′ = 0 in CMPB.

Assume now that the column block is Al,u of Definition C.16 and there exists v > s′′ such that fs′′v is
an arrow. Since s > t this implies that the crossing sequence is forward. Since Lemma C.17 also applies in
this case except for the last row s′′ of the column blocks, we can use the above argument for all rows except
for s′′. Hence we may assume that g0 is zero on all positions (s, t) in these blocks with s < s′′. We want to
find a g′0 that is equal to g0 on row s′′ and zero on all rows above such that there is a morphism h such that
g′0 = fγh.

In the very special case where v = s′′ + 1 and f(s′′+1)(s′′+1) is not an arrow, we have f(s′′−1)(s′′−1) is not
an arrow and f(s′′−1)s′′ is an arrow (because the column block is not of size one), f(s′′−1)(s′′+1) is zero (by
Lemma C.3(c)) and therefore it is easy to see that the map h that is equal to the path j(s′′+1) ; it and zero
elsewhere realizes a factorization g′0 = fγh whenever g′0 is zero everywhere except for a path is′′ ; it. So
we are done. Otherwise, fs′′v, f(s′′+1)v, . . . , fvv are arrows and we get a second set of column blocks Al+1,u

with the property that the top entry of Al+1,u lies directly below the bottom entry of Al,u. Then the block
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Al+1,u is of type (a)(ii) in Definition C.16 and therefore satisfies the conditions of Lemma C.23(iii). Define
g′0 to be equal to (g0)s′′u on each entry of Al+1,u ∪{is′′u} and zero elsewhere. Then Lemma C.23(iii) implies
g′ is zero in CMPB. Subtracting g′0 from g0, we obtain a zero in each position on row s′′ and we are done.
This completes the case (4a) when the row blocks are not of type (iv).

Now, suppose that the row blocks are of type (iv). Then at least one of ft′t′ , ft′′(t′′+1) is an arrow. We
consider the case when ft′t′ is an arrow and the remaining cases follow similarly. Then we still obtain the
same relations in (C.14), however the map grow which is alternating on the row blocks may no longer induce
an endomorphism of Mγ , see Lemma C.24(b). Since ft′t′ is an arrow and f(t′−1)t′ is not an arrow, because
the maximal one-step sequence of arrows starts with t′ + 1. Then by Lemma C.15(2a).

(C.15) (g0f)ut′ = iut′ft′t′ + iut′′′ft′′′t′ for s′ ≤ u ≤ s′′

where t′′′ < t′ + 1 is maximal such that ft′′′t′ is an arrow, and if no such t′′′ exists then this term does not
appear in the equation. Since ft′′′t′ is an arrow and f(t′−1)t′ is not an arrow then Lemma C.9 implies that
ft′′′(t′−1) is also an arrow and no entry in f below this one is an arrow. Lemma C.15(2a) implies that

(g0f)u(t′−1) = iut′′′ft′′′(t′−1) for s′ ≤ u ≤ s′′

Then Lemma C.17 implies that the coefficients aut′′′ for s′ ≤ u ≤ s′′ are all the same (except maybe for s′′,
and this case is similar to the previous case). The same lemma together with (C.15) imply that aut′ for all
s′ ≤ u ≤ s′′ are also the same. Similarly, (C.14) then shows that for a fixed v the coefficients auv are the the
same for all s′ ≤ u ≤ s′′. In particular, this means that the matrix A = Acol is constant on the columns.
Hence, we conclude that g′ = 0 in CMPB. This completes the proof in the case (4a).

(4b) Suppose that ist does not belong to a row block. If f(t+1)t 6= 0, then we proceed in the same way as in
the first part of (3b). Note that here fst = 0, since ist lies in a column block but not in row block. Therefore,
we can assume that f(t+1)t = 0. Since ist is not in a row block then it is not the case that ftt, f(t−1)t are
both arrows. Let g′0 be the map that agrees with g0 on the column block and is zero everywhere else. We
will show that g′0 gives a nilpotent endomorphism g′ of Mγ , so g0 − g′0 has fewer nonzero entries then g0,
which yields the desired conclusion.

From Lemma C.11(b) it follows that if the row t of fγ does not contain any arrows then the composition
g0fγ does not contain any term that involves entries of g0 coming from the column block. Then g′0fγ = 0
and thus g′0 gives a nilpotent endomorphism g′ of Mγ and the conclusion holds.

If ftt is an arrow then f(t−1)t is not an arrow and

(C.16) (g0f)vt = ivtftt + ivt′ft′t for v = s′, . . . , s′′

where t′ < t − 1 is maximal such that ft′t is an arrow. If no such t′ exists then the second summand does
not appear in equation (C.16). We suppose that t′ exists, and the other case is a special situation of this
one. Since f(t−1)t is not an arrow, by Lemma C.9 it follows that ft′(t−1) is an arrow and fu(t−1) with u > t′

is not an arrow. Then

(C.17) (g0f)v(t−1) = ivt′ft′(t−1) for v = s′, . . . , s′′

The entries of (fg1)v(t−1) and (fg1)vt do not depend on v by Lemma C.17 (except maybe for the last row
s′′ which is similar as in case (4a)), so equations (C.16) and (C.17) imply that either ivtftt = 0 for all
v = s′, . . . s′′ and in that case g′0fγ = 0, or the coefficients of ivt′ are nonzero and do not depend on v, and
hence the coefficients of ivt are nonzero and do not depend on v, thus g0 is constant on the column block.
Either way we conclude that g′0 gives a nilpotent endomorphism g′ of Mγ and the conclusion holds in the
case when ftt is an arrow.

Finally suppose that ftt is not an arrow and ftt′ is an arrow for some t′ > t that is minimal. First suppose
that t′ = t + 1. Since ist does not belong to a row block, then it is not the case that ft(t+1), f(t+1)(t+1) are
both arrows. Hence f(t+1)(t+1) is not an arrow. Then

(g0fγ)v(t+1) = ivtft(t+1) for v = s′, . . . , s′′

so by the same argument as above we reach the desired conclusion. Otherwise, if t′ > t + 1 then ft(t+1) is
not an arrow and Lemma C.9 implies that f(t+1)t′ is an arrow. Then the entries in the column block of g0

do not appear in the composition g0fγ by Lemma C.11(b), and thus g′0fγ = 0. This completes the proof in
case (4), and finishes the proof of the theorem. �
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Figure 46. Proof of Proposition 6.3. The radical line ρ(i′) is different from γ in the picture
on the left and γ = ρ(i) in the picture on the right.

C.3. Proof of Proposition 6.3.

Proposition C.26. Let γ be a 2-diagonal in S such that Rγ is not a radical line. With the notation of
diagram (6.2), we have the following identities in CMPB.

(a) If γ is not short then h′g′ = h′′g′′.
(b) if γ is short then h′g′ = 0.

Proof. (a) We consider two cases based on whether or not γ is a radical line.
(1) First, suppose that neither γ nor R2γ is a radical line. Since none of γ,Rγ,R2γ is a radical line,we can

choose representatives γ, γ′, γ′′ and R2γ, as shown in Figure 10 on the right, such that γ,R2γ are compatible
with both γ′, γ′′.

Each of the modules Mα in the diagrams (6.2) is defined via its projective presentation

P1(α)
fα // P0(α) // Mα

// 0

associated to the 2-diagonal α ∈ Diag(S). Each of the pivot morphisms b ∈ {g′, g′′, h′, h′′} is defined on
these presentations as in diagram (B.1) as b triple b = (b1, b0, b). Let a = h′g′ − h′′g′′. We want to show
that a = 0 in CMPB. Consider the following commutative diagram.

(C.18) P1(γ)
fγ //

a1

��

P0(γ)

a0

��

// Mγ
//

a

��

0

P1(R2γ)
fR2γ // P0(R2γ) // MR2γ

// 0

It suffices to show that a0 = 0, and for that it suffices to show that, for each indecomposable summand P (i)
of P0(γ) and each indecomposable summand P (i′) of P0(R2γ), the component a0(i, i′) of a0 that maps P (i)
to P (i′) is zero.

If P (i) is also a summand of P0(R2γ) then a0(i, i′) = 0, by Definition 5.2 of the pivot morphisms g′, g′′, h′

and h′′. For the same reason, we have a0(i, i′) = 0 if P (i′) is also a summand of P0(γ).
Suppose therefore that P (i) is not a summand of P0(R2γ) and P (i′) is not a summand of P0(γ). Thus

the radical line ρ(i) crosses γ in degree 0 but it does not cross R2γ, and the radical line ρ(i′) crosses R2γ in
degree 0 but it does not cross γ.

By assumption γ 6= ρ(i′). This case is illustrated in the left picture in Figure 46. Then the radical line
ρ(i) is incident to one of the points b or y and it crosses γ′ or γ′′ respectively. Without loss of generality, we
may assume that ρ(i) is incident to b. Thus γ′ crosses ρ(i) and γ′′ doesn’t. Consequently, the map g′ acts
as the identity on P (i). On the other hand, the radical line ρ(i′) crosses R2γ and is incident to either a or
x. Both cases are illustrated in Figure 46 in red. If ρ(i′) is incident to a then ρ(i) and ρ(i′) cross, and thus
there exists an arrow α : i′ → i. Then the maps g′′, h′ : P (i)→ P (i′) are given by the arrow α, and the map
h′′ : P (i′)→ P (i′) is the identity. It follows that a0(i, i′) = α− α = 0.

If ρ(i′) is incident to x then it does not cross γ′′ and hence the map h′′g′′ : P (i)→ P (i′) is zero. Indeed, if
h′′g′′ factors through some P (k), a summand of P0(γ′′) then k = i, i′, because no radical line ρ(k) can cross
γ′′ without also crossing γ or R2γ. On the other hand, the map g′ is the identity on P (i) and hence zero on
P (i) → P (i′), whereas the map h′ is the identity on P (i′) and hence also zero on P (i) → P (i′). It follows
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Figure 47. The proof of Proposition 6.3 when γ = ρ(i) is not short.

that a0(i, i′) = 0− 0 = 0. This proves the proposition in the case when γ is not short and neither γ nor R2γ
is a radical line.

(2) Now suppose that γ = ρ(i) is a radical line. See the right picture in Figure 46. If R2γ is also a
radical line, then Lemma B.3 implies that Rγ is a radical line. This contradicts the assumption of the
proposition, hence we are in the situation γ = ρ(i) and neither Rγ nor R2γ is a radical line. In this case,
it is not possible to find all four compatible representatives γ, γ′, γ′′, R2γ. Therefore, we choose particular
representatives and apply automorphisms of the homotopy as follows. In the case of ρ(i) there are exactly
two possible representatives γ1, γ2 of ρ(i) following ρ(i) infinitesimally close but always staying to the right
or the left of ρ(i) respectively, see Figure 47. Moreover, these two representatives give rise to the same
map fγ1 = fγ2 = fρ(i), see Proposition 4.13. Then the representatives for γ′, γ′′ are obtained from γ1, γ2

respectively by a pivot move so that the pairs γ′, γ1 and γ′′, γ2 are compatible.
Now, we define fR2γ to be the map coming from a representative of R2γ after applying a pivot move to

this γ′. In this way, we see that the two chosen representatives R2γ and γ′ are compatible, and we conclude
that fR2γh

′
1 = h′0fγ′ . However, applying the pivot move to our chosen representative of γ′′ we generally

obtain a different representative of the 2-diagonal R2γ, so that we may no longer guarantee that the equation
fR2γh

′′
1 = h′′0fγ′′ is satisfied for the same map fR2γ . However, according to Corollary 4.14 there exists an

isomorphism (ϕ1, ϕ0) ∈ Aut(P1(R2γ))⊕Aut(P0(R2γ)) such that

(C.19) fR2γϕ1h
′′
1 = ϕ0h

′′
0fγ′′ .

Next, we find an explicit description of ϕ1, ϕ0. Label the two representatives of R2γ coming from γ1, γ2

by R2γ1, R
2γ2 respectively. Then R2γ1, R

2γ2 have potentially different crossing sequences. In Figure 47 if
we move from the left to the right along R2γ1, R

2γ2, then the two representatives agree until they reach a
crossing pair (k2, h2), (i, h2) respectively, afterwards they have different crossing sequences, and then the two
arcs agree again after the crossing pair (i, ht), (kt−1, ht) respectively. Thus, we have the following crossing
sequences in these cases.

R2γ1 : . . . , (k2, h2), (k3, h3), . . . , (kt−1, ht−1), (i, ht), . . .

R2γ2 : . . . , (i, h2), (k2, h3), . . . , (kt−2, ht−1), (kt−1, ht), . . .

Moreover, we note that the difference in the crossing sequences comes from 2-diagonals k2, . . . , kt−1 and
h2, . . . , ht that are common crossings for all of the following γ, γ′, γ′′, R2γ.

ThenR2γ2 can be homotopically deformed toR2γ1 by a sequence of moves that first replaces (i, h2), (k2, h3)
by (k2, h2), (i, h3) in its crossing sequence, and then replaces (i, h3), (k3, h4) by (k3, h3), (i, h4), and continues
in this way until reaching the crossing sequence for R2γ1. Each step j = 1, . . . , t− 2 in this process yields an

isomorphism ϕ(j) of P0(R2γ) where ϕ(j) is obtained from 1P0(R2γ) by replacing a 2× 2 block
[

0 1P (i)

1P (kj+1) 0

]
in the matrix for 1P0(R2γ) with

[
i→kj+1 −1P (i)

1P (kj+1) 0

]
and leaving the remaining entries unchanged, see the proof

of Proposition 4.13. Then ϕ0 = ϕ(t−2) . . . ϕ(2)ϕ(1) and ϕ1 = 1, so we conclude ϕ0fR2γ2 = fR2γ1 .
Thus, equation (C.19) becomes fR2γh

′′
1 = ϕ0h

′′
0fγ′′ , and we obtain a commutative diagram as in (C.18),

where now we let a0 = h′0g
′
0 − ϕ0h

′′
0g
′′
0 and a1 = h′0g

′
0 − h′′0g′′0 as before. We want to compute a0(k, i′) :
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P (k) → P (i′) for all k and i′, but first, we consider what happens to the entries of h′′0 when we compose it
with ϕ0.

Since P (k2) is a summand of both P0(R2γ) and P0(γ′′), it follows form the definition of the pivot morphism
that in the matrix of h′′0 the entry 1P (k2) is the only nonzero entry in its row and column. Therefore, ϕ(1)h′′0
replaces column [ 0 ... 0 1P (k2) 0 ... 0 ]

T
with [ 0 ... 0 1P (k2) 0 ... 0 i→k2 ]

T
and changes the sign of all entries in the

(last) row of h′′0 that correspond to paths starting in i. Similarly, ϕ(j+1) affects ϕ(j)h′′0 by replacing a zero
in the first row with an arrow i → kj+2 and changing the signs of all entires in this row. This yields the
desired description of ϕ0h

′′
0 .

To compute a0(k, i′) : P (k)→ P (i′), a0 = h′0g
′
0 − ϕ0h

′′
0g
′′
0 , we consider several cases.

(2.1) Suppose i′ 6= i. Then we claim that a0(k, i′) = 0. Since i′ crosses R2γ in degree zero, then
it crosses γ′ or γ′′ or both in the same degree. If i′ crosses both of these then it also crosses γ and
ϕ0h

′′
0g
′′
0 , h
′
0g
′
0 : P (k) → P (i′) is the identity map if k = i′ and otherwise is the zero map. In both of these

cases, we conclude that a0(k, i′) = 0.
Now, suppose that i′ 6= i crosses R2γ, γ′ but not γ′′. Then i′ ends in x and does not cross γ, see Figure 46

on the right. In particular k 6= i′. Then the restriction of (h′0,−ϕ0h
′′
0) to P0(γ′) ⊕ P0(γ′′) → P (i′) equals

P (i′) ⊕ P (j1) ⊕ P (j2) → P (i′) with the map [1,−(i′ → j1), i′ → j2], where P (j1) ⊕ P (j2) is a summand
of P (γ′′) such that the arcs j1, j2 cross γ′′ but not R2γ, as in the figure. Note that it may happen that
either j2 or both j1, j2 are not present, but here we depict the most general situation. Moreover, the signs
appearing here follow by Lemma 5.3. Then the restriction of (g′0, g

′′
0 )T to P (k) → P (i′) ⊕ P (j1) ⊕ P (j2) is

given by the zero map if k 6= j1, j2 and otherwise it is give by [i′ → j1, 1, 0]T , [−i′ → j2, 0, 1]T if k = j1, j2
respectively. Again we conclude that a0(k, i′) = 0 for all k. The case when i′ 6= i crosses R2γ, γ′′ but not γ′

follows similarly. This shows the claim that a0(k, i′) = 0 if i 6= i′.
(2.2) Now, suppose that i = i′. Observe, that for every summand P (k) of P0(γ) there is an arrow

α : i → k, because P0(γ) is the projective cover of radP (i). We claim that a0(k, i) = ±α where the
sign is the same as the sign of the arrow α appearing in the map (h′0,−ϕ0h

′′
0). Observe that the maps

h′0g
′
0, ϕ0h

′′
0g
′′
0 : P (k) → P (i) are either zero maps or they are given by multiplication with the arrow α.

Therefore, we can restrict our attention to summands P (k) in P0(γ′), P0(γ′′). If P (k) is a summand of both
P0(γ′), P0(γ′′) then by the description of ϕ0h

′′
0 obtained earlier, the restriction of h′0,−ϕ0h

′′
0 to P (k)→ P (i)

is given by zero, ±α respectively. On the other hand, g′0, g
′′
0 : P (k) → P (k) are given by the identity map,

and we conclude that a0(k, i) = ±α. If P (k) is a summand of P0(γ′) but not P0(γ′′) then it is not a summand
of P0(R2γ). Thus, ϕ0h

′′
0g
′′
0 : P (k) → P (i) is given by the zero map while h′0g

′
0 : P (k) → P (i) is given by

multiplication with the arrow ±α. The case when P (k) is a summand of P0(γ′′) but not P0(γ′) follows
similarly. This shows the desired claim that a0(k, i) = ±α.

We will show that the induced morphism a : Mγ →MR2γ on the cokernels factors through the projective
P (i). This will then imply that a is the zero morphism in CMPB. To show the factorization, let u : Mγ =
radP (i) → P (i) be the inclusion morphism. As a map of projective presentations, u is given by the zero
map in degree 1 and by the arrows in degree 0 as follows. For every indecomposable summand P (k) of
P0(γ), in degree 0 we define u0 : P0(γ) → P (i) on each component P (k) → P (i) to be the multiplication
with the arrow α : i → k or −α. We can easily choose the signs in u0 so that u0fγ = 0, because every row
of the matrix of fγ consists of at most two nonzero entries in adjacent columns, since γ is a radical line. An
explicit description of the map fγ is given in the last paragraph of the proof of Proposition 4.13. Then we
obtain the following diagram.

(C.20) P1(γ)
fγ //

0

��

P (k)⊕ P0(γ)

u0=[±α ∗]
��

// Mγ = radP (i) //

u

��

0

0
0 // P (i) // P (i) // 0
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Figure 48. The proof of Proposition 6.3 when γ is short, and the boundary segment
between c and b belongs to a white region.

Define a map v : P (i)→MR2γ as the cokernel map of the following diagram.

(C.21) 0
0 //

0

��

P (i)

v0=[ 1
0 ]

��

// P (i) //

v

��

0

P1(R2γ)
fR2γ // P (i)⊕ P0(R2γ) // MR2γ

// 0

Thus in degree 0, the component v0u0 : P (k) → P (i′) of the composition vu is given by ±α if i = i′ and
otherwise it equals zero. Furthermore, we can arrange the signs, by possibly replacing u with −u so that
the sign of every arrow α appearing in u0 is opposite to the sign of α appearing in (h′0,−ϕ0h

′′
0)T . Using our

computation of a0(k, i′) above, we see that the difference a(k, i′) − vu is zero in degree 0. This shows that
a = vu, and hence a factors through the projective P (i) and hence it is zero in the stable category CMPB.
This completes the proof of (a).

(b) Now, suppose that γ is short. First assume that γ = ρ(i) is a radical line. Again using Lemma B.3
and our hypothesis that Rγ is not a radical line, we conclude that R2γ is also not a radical line. Next, we
consider two cases depending on whether the boundary segment between vertices c and b belongs to a white
or a shaded region.

Figure 48 illustrates the situation when the boundary segment between vertices c and b belongs to a white
region. Here the picture on the left shows the case when the the white region W contains a boundary edge
and the picture on the right shows the case when W contains only a single vertex on the boundary of S. In
the right picture, the 2-diagonal j′′ may or may not be present depending on whether the white region W ′

has only a vertex or an entire edge on the boundary of S. Thus, here we depict the most general situation.
Then we obtain a commutative diagram with exact rows as follows coming from the the situation of

Figure 48 on the right. The diagram for the other case can be obtained from the given one by removing the
extra summands in the projective presentations that do not cross Rγ′, R2γ according to Figure 48 on the
left.

(C.22) P (j)
[ k→j ] //

g1

��

P (k) //

g0

��

Mγ
//

g

��

0

P (j′′)⊕ P (j′)⊕ P (j)

[
k′;j′′ k′→j′ 0

0 k;j′ k→j
0 0 0

]
//

h1

��

P (k′)⊕ P (k)⊕ P (i) //

h0

��

Mγ′ ⊕ P (i) //

h

��

0

P (j′′)⊕ P (j′)

[
k′;j′′ k′→j′

0 i→j′
]

// P (k′)⊕ P (i) // MR2γ
// 0

The vertical maps are given as follows.

g1 =
[

0
0

1P (j)

]
g0 =

[ 0
1P (k)

i→k

]
h1 =

[
1P (j′′) 0 0

0 1P (j′) 0

]
h0 =

[
1P (k′) 0 0

0 −i→k 1P (i)

]
Note that here the pivot map g′0 = [0, 1P (k)]

T appears in the matrix g0, and the pivot map h′0 =
[

1P (k′) 0

0 −i→k

]
appears in the matrix h0.



102 RALF SCHIFFLER AND KHRYSTYNA SERHIYENKO

W
W ′

i

kj

R2γ

k′ j′
j′′

a

b
cxy

z

j′′′k′′

Figure 49. The proof of Proposition 6.3 when γ is short, and the boundary segment
between c and b belongs to a shaded region.

It is easy to see that in degree zero the composition h0g0 equals zero. By the same reasoning as in case
2.2 of part (a), we conclude that the pivot map Mγ → Mγ′ → MR2γ factors through P (i), so it is zero in
CMPB. This completes the proof in the case when the boundary segment between vertices c and b belongs
to a white region.

Now, suppose that the boundary segment between c and b belongs to shaded triangular region. This
situation is illustrated in Figure 49. Note that the shaded triangle with edges k′′ and j must not be
boundary, because otherwise j = Rγ, contrary to our assumption. Furthermore, here we depict the most
general situation when the white region W has only a single vertex on the boundary. As in the previous
case, the dashed diagonals j′′, j′′′ may or may not be present. Then we obtain the following commutative
diagram with exact rows.

(C.23) P (k)⊕ P (k′′)

[
j→k j→k′′
j′′′→k 0

]
//

g1

��

P (j)⊕ P (j′′′) //

g0

��

Mγ
//

g

��

0

P (j′′)⊕ P (j′)

⊕P (k′′)⊕ P (k)

 0 j→j′ j→k′′ j→k
k′;j′′ k′→j′ 0 0

0 0 0 j′′′→k
0 0 0 0


//

h1

��

P (j)⊕ P (k′)

⊕P (j′′′)⊕ P (i)
//

h0

��

Mγ′ ⊕ P (i) //

h

��

0

P (j′)⊕ P (j′′)

[
k′;j′ k′;j′′

i;j′ 0

]
// P (k′)⊕ P (i) // MR2γ

// 0

The vertical maps are given as follows.

g1 =

[
0 0
0 0
0 1P (k′′)

1P (k) 0

]
g0 =

[
1P (j) 0

0 0
0 1P (j′′′)

−i→j i→j′′′

]

h1 =
[

0 1P (j′) 0 0

1P (j′′) 0 0 0

]
h0 =

[
0 1P (k′) 0 0

i→j 0 −i→j′′′ 1P (i)

]
By the same reasoning as before, we conclude that the pivot map Mγ → Mγ′ → MR2γ factors through

P (i), so it is zero in CMPB. This completes the proof in the case when γ = ρ(i) is short.
The case when γ is not a radical line but R2γ is a radical line is similar to the case when γ is a radical

line discussed above, and we omit the detailed discussion. �

C.4. Proof of Proposition 6.4. We need the following result from homological algebra.

Lemma C.27. Consider a commutative diagram with exact rows.
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P1(A)
fA //

g1

��

P0(A)
πA //

g0

��

A //

g

��

0

P1(B)
fB //

h1

��

P0(B)
πB //

h0

��

B //

h

��

0

P1(C)
fC // P0(C)

πC // C // 0

If h1 is surjective and kerh0 ⊂ im g0 then kerh ⊂ im g.

Proof. Let b ∈ B such that h(b) = 0. Since the rows are exact, it follows that πB is surjective and there
exists some b0 ∈ P0(B) such that πB(b0) = b. By commutativity πCh0(b0) = hπB(b0) = 0. In particular,
h0(b0) ∈ kerπC . Because the rows in the diagram are exact, it follows that there exists some c1 ∈ P1(C) such
that fc(c1) = h0(b0). By assumption h1 is surjective, so there exists some b1 ∈ P1(B) such that h1(b1) = c1.
Then we have

h0fB(b1) = fCh1(b1) = fC(c1) = h0(b0)

and therefore b0− fB(b1) ∈ kerh0. By assumption kerh0 ⊂ im g0, so there exists some a0 ∈ P0(A) such that
g0(a0) = b0 − fB(b1). Finally, we obtain

gπA(a0) = πBg0(a0) = πB(b0 − fB(b1)) = πB(b0) = b

where the last step follows because the rows in the diagram are exact so πBfB = 0. This shows that b ∈ im g,
thus kerh ⊂ im g as desired. �

Proposition C.28. Suppose γ is a 2-diagonal in S such that Rγ is not a radical line.

(a) If γ is a radical line ρ(i) is not short then there exists a short exact sequence in modB

0→Mγ →Mγ′ ⊕Mγ′′ ⊕ P (i)→MR2γ → 0.

(b) If γ is a radical line ρ(i) is short then there exists a short exact sequence in modB

0→Mγ →Mγ′ ⊕ P (i)→MR2γ → 0.

(c) If O(γ) does not contain any radical lines then γ is not short and there exists a short exact sequence
in modB

0→Mγ →Mγ′ ⊕Mγ′′ →MR2γ → 0.

Proof. We construct these short exact sequences from the projective presentations of these modules. To
prove part (a) consider the following diagram with exact rows coming from the projective presentations
of the modules in the right column. Moreover, we choose representatives for γ, γ′, γ′′, R2γ = R2γ1 as in
Figure 47.

P1(γ)
fγ //

g1

��

P0(γ)
πγ //

g0

��

Mγ
∼= radP (i) //

g

��

0

P1(γ′)⊕ P1(γ′′)

[
fγ′ 0

0 fγ′′
0 0

]
//

h1

��

P0(γ′)⊕ P0(γ′′)⊕ P (i)

πγ′ 0 0

0 πγ′′ 0

0 0 1P (i)


//

h0

��

Mγ′ ⊕Mγ′′ ⊕ P (i) //

h

��

0

P1(R2γ)
fR2γ // P0(R2γ)

πR2γ // MR2γ
// 0

The vertical maps we define as follows

g1 =
[
g′1
g′′1

]
g0 =

[
g′0
g′′0
u

]
h0 = [ h′0 −ϕ0h

′′
0 v ] h1 = [ h′1 −h

′′
1 ].

The maps g′0, g
′
1 and g′′0 , g

′′
1 are the pivot morphisms coming from γ 7→ γ′ and γ 7→ γ′′ respectively. The

maps h′0, h
′
1 and h′′0 , h

′′
1 are the pivot morphisms coming from γ′ 7→ R2γ and γ′′ 7→ R2γ respectively. Here we

omit superscripts r and c for the pivot morphisms between the projective modules to simplify the notation.
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The map ϕ0 is an automorphism of P0(R2γ) needed to make the lower left square commute. The same
construction appears in the proof of Proposition 6.3, which we refer to for further details regarding the
commutativity of the diagram and the precise construction of ϕ0.

Observe that R2γ crosses γ = ρ(i) so P (i) ∈ addP0(R2γ), and we define the map v : P (i) → P0(R2γ)
to be the inclusion that maps P (i) → P (i) via identity. Finally, for every indecomposable summand P (k)
of P0(γ) there exits an arrow α : i → k in the quiver, because P0(γ) is the projective cover of radP (i), so
we define u : P0(γ) → P (i) on each component P (k) → P (i) to be the multiplication with the arrow α or
−α. We can easily choose the signs in u so that ufγ = 0 because every row of the matrix of fγ consists of at
most two nonzero entries in adjacent columns, since γ is a radical line. An explicit description of the map
fγ is given in the last paragraph of the proof of Proposition 4.13. This defines the vertical maps between
the projective presentations.

The maps between the projective presentations induce the corresponding maps g, h between their cokernels
as in the diagram, making the two squares on the right also commute. To prove part (a) it suffices to show
that g is injective, h is surjective, and im g = kerh.

Observe that g is injective, because its component radP (i)→ P (i) induced from the map u is the inclusion
map. The module P0(R2γ) is a direct summand of P0(γ′)⊕ P0(γ′′)⊕ P (i) so by the definition of the pivot
maps and the map v it follows that h0 is surjective. Therefore, h is surjective, because both πR2γ and
h0 are surjective. Furthermore, im g ⊂ kerh because of the mesh relations established in Proposition 6.3.
Therefore, it remains to show that kerh ⊂ im g.

Since Rγ is not a radical line, it follows that h1 is surjective because P1(R2γ) is a direct summand of
P1(γ′) ⊕ P1(γ′′). Then Lemma C.27 implies that kerh ⊂ im g provided that kerh0 ⊂ im g0. Therefore, it
suffices to show that kerh0 ⊂ im g0, so we discuss these maps in more detail below.

We already have a good understanding of the structure of the pivot maps, and we have an explicit
description of u and v. Now, we recall an explicit description of ϕ0h

′′
0 obtained in the proof of Proposition 6.3.

In particular, the entries of the matrix ϕ0h
′′
0 are obtained from those in h′′0 by replacing a zero with an arrow

±α, where α : i→ k, if P (k) is a summand of both P0(γ′) and P0(γ′′). Moreover, the sign of the arrows in
the matrix of h0 satisfy the following important observation:

(C.24)
by definition of the maps there is an arrow x→ y in the matrix of h0

if and only if the same arrow appears in the matrix of g0.

Furthermore, by possibly replacing u with −u we can choose the signs so that ±(i → k) is in u if and only
if ∓(i→ k) is in h0.

Now, we claim that kerh0 ⊂ im g0. Let m ∈ kerh0. We can write m =
∑
c∈Q0

mec where ec is the
idempotent at vertex c of the quiver Q, and it suffices to show that mec ∈ im g0 for every c. Therefore,
without loss of generality we may assume that every entry of m consists of paths ending in some fixed vertex
c of Q. We think of m as being a column vector, and we denote its entries corresponding to paths starting
at a vertex k by mk. In particular, because there is at most one path in B between any two vertices, then
every entry mk of m is of the form λk(k ; c), a scalar multiple of a single path k ; c for some element λk
of the underlying field.

Our strategy to show that kerh0 ⊂ im g0 is as follows. We consider several cases, where we write
m = (m −m′) + m′ for some m′ ∈ kerh0 ∩ im g0. Then m −m′ ∈ kerh0 and it suffices to show that this
element is also in im g0.

(a1) Suppose that mk 6= 0 and P (k) is a summand of both P0(γ′) and P0(γ′′). Then the map

h0 =


0 0 0

∗
... ∗

... ∗
...

0 0 0
0 ··· 0 1P (k) 0 ··· 0 −1P (k) 0 ··· 0

0 0 0

∗
... ∗

... ∗
...

0 ±α 1P (i)


Since m is in the kernel of h0 it follows that m = [ ∗ ··· ∗ mk ∗ ··· ∗ mk ∗ ··· ∗ ]

T
, where the positions of

the mk align with the columns of h0 that contain 1P (k). Define m′ = [ 0 ··· 0 mk 0 ··· 0 mk 0 ··· ∓αmk ]
T

.
Then it is easy to see that h0(m′) = 0. On the other hand, m′ ∈ img0, because g0 contains a column

[ 0 ··· 0 1P (k) 0 ··· 0 1P (k) 0 ··· ∓α ]
T

. Thus m′ ∈ kerh0∩ img0 and m−m′ ∈ kerh0. Hence, in order to show that
m = (m−m′) +m′ is in the image of g0 it suffices to show that m−m′ is in the image of g0.
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(a2) Suppose that mk 6= 0 and P (k) is a summand of P0(γ′) but not P0(γ′′). Then 1P (k) is an entry in
h′0. Since m ∈ kerh0 then the row of h0 containing 1P (k) also contains at least one other nonzero entry, an
arrow −(k → k′′), and such that the path mk starts with the arrow k → k′′. In particular, we can write
mk = (k → k′′) ◦m′′k where m′′k is a path λk(k′′ ; c). Because of the observation (C.24), we conclude that
P (k′′) is a summand of P0(γ). Therefore, there is an arrow ±(i→ k′′) in u. But then by the same observation

there should also be an arrow ∓(i→ k′′) in h0. In particular, h′0,−ϕh′′0 contain columns [ 0 ... 0 1P (k) 0 ... 0 ]
T

,

[ 0 ... 0 −k→k′′ 0 ... ∓i→k′′ ]
T

respectively, and v is as in case (a1). Then define

m′ = [ 0 ... 0 mk 0 ... m′′k 0 ... 0 ±(i→k′′)◦m′′k ]
T
.

Then m′ ∈ kerh0, because the matrix of g0 contains a column

[ 0 ... 0 k→k′′ 0 ... 0 1P (k′′) 0 ... 0 ±(i→k′′) ]
T

and again we can see that m′ is the image under g0 of the vector that contains a single nonzero entry m′′k .
Therefore, applying the process in (a2) recursively we can construct m′ such that m−m′ is a vector whose
every entry (m−m′)k is zero whenever P (k) is a summand of P0(γ′) but not P0(γ′′).

(a3) The case when mk 6= 0 and P (k) is a summand of P0(γ′′) but not P0(γ′) follows in the same way as
(a2) so we omit the detailed discussion.

Therefore, by applying cases (a1)-(a3) and replacing m with m−m′, it suffices to show that an element
m whose every entry mk is zero whenever P (k) is a summand of P0(γ′)⊕ P0(γ′′) belongs to im g0.

(a4) Now suppose that h0 contains arrows k → k′, k → k′′ in the same row of its matrix with i 6= k. Then
these arrows would also appear in g0 by our earlier observation, so in u we would have arrows i→ k′, i→ k′′

up to sign. Since i 6= k, then there is a subquiver of Q of the form

k //
��

k′

k′′ i

OO

oo

which is not possible because there must be a sequence of 3-cycles at i connecting k′ and k′′ and another
sequence of 3-cycles at k connecting k′ and k′′. In particular, Q would have interior vertices, which is a
contradiction. This shows that no row of h0 contains two arrows except possibly for the last one corresponding
to paths starting in i.

(a5) Now suppose that mi 6= 0, recall that Mγ = radP (i). Since m ∈ kerh0 there exists mk′′ 6= 0 such
that the path mi starts with the arrow i→ k′′. We can write mi = (i→ k′′) ◦m′k′′ for some path m′k′′ . By
steps (a1)-(a3) we have that 1P (k′′) is not in h0, because otherwise mk′′ would be zero. Then either ±i→ k′′

is the only nonzero entry in its column of h0 or there exists another arrow −k → k′′ in this column. If
−(k → k′′) ◦m′k′′ 6= 0 then, since m ∈ kerh0, it follows that there is another arrow k → k′′′ or 1P (k) in h0 in
the same row as −(k → k′′) such that mk′′′ or mk are nonzero. This contradicts (a4) and (a3) respectively.
This shows that ±i→ k′′ is either the only nonzero entry in its column or there exists another nonzero entry
−(k → k′′) such that −(k → k′′) ◦m′k′′ = 0. Then define

m′ = [ 0 ...0 ∓m′
k′′ 0 ... 0 mi ]

T

which belongs to the kernel of h0. The map g0 contains a column

[ 0 ... 0 k→k′′ 0 ...0 1P (k′′) 0 ... 0 ∓i→k′′ ]
T

where the first arrow is possibly zero. We see that g0 applied to the vector that has entry ∓m′k′′ and all
other entries being zero yields m′. Therefore, by the same reasoning as before we can reduce m to m−m′,
the element whose every entry (m−m′)k is zero whenever P (k) is a summand of P0(γ′)⊕ P0(γ′′)⊕ P (i).

(a6) Suppose that mk 6= 0 and there is an arrow ±i → k in h0. By above we know that 1P (k) does not
appear in h0. If (i → k) ◦ mk = 0 then by our assumptions on m if there exists another arrow k′ → k
in h0 then (k′ → k) ◦ mk = 0. Thus, whether or not there exists this second arrow ending in k, define

m′ = [ 0 ...0 mk 0 ... 0 ]
T

belongs to the kernel of h0. There is a column

[ 0 ... 0 k′→k 0 ...0 1P (k) 0 ... 0 ∓i→k ]
T

in g0 where k′ → k may or may not be there. Again we can conclude that this m′ ∈ im g0 if (i→ k)◦mk = 0.
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Now, suppose that (i→ k) ◦mk 6= 0. By our assumptions on m we have mi = 0, so since m ∈ kerh0 we
conclude that there exists some other mk′ 6= 0 such that (i → k) ◦mk − (i → k′) ◦m′k′ for some path m′k′ .
It follows that the two arrows i→ k, i→ k′ must form a square as follows.

i //
��

k

��
k′ // •

__

By construction of h0 the two arrows i → k, i → k′ would come with opposite signs. By our assumptions
on m entries 1P (k), 1P (k′) do not appear in h0. Hence, the two relevant columns of h0 are as follows, where
k′′ → k, k′′′ → k′ may or may not be there but we depict the most general situation. Moreover, these arrows
may also have some sings, but it will not be important for what follows.

[ 0 ... 0 k′′→k 0 ...0 ±i→k ]
T

[ 0 ... 0 k′′′→k′ 0 ...0 ∓i→k′ ]
T

Note that k′′ 6= k′′′ by (a4), and again by our assumptions on m we must have that (k′′ → k) ◦mk = 0 and
(k′′′ → k′) ◦mk′ = 0. The latter also implies that (k′′′ → k′) ◦m′k′ = 0. In particular, we conclude that
m′ which is zero except for entries mk,m

′
k′ is in the kernel of h0. Furthermore, by similar computations as

before m′ is then in the image of g0, where g0 contains two relevant columns given below.

[ 0 ... 0 k′′→k 0 ...0 1P (k) 0 ... 0 ∓i→k ]
T

[ 0 ... 0 k′′′→k′ 0 ... 0 1P (k′) 0 ... 0±i→k′ ]
T

Finally m − m′ satisfying all the earlier assumptions in cases (a1)-(a6) reduces m to the zero element.
This completes the proof that kerh0 ⊂ im g0 and shows part (a) of the proposition.

To show part (b) we have γ = ρ(i) is short and Rγ is not a radical line. In this case ρ(i) is given as in
Figure 48 or Figure 49. In Figure 48, the picture on the left shows the case when the the white region W
contains a boundary edge and the picture on the right shows the case when W contains only a single vertex
on the boundary of S. In the right picture, the 2-diagonal j′′ may or may not be present depending on
whether the white region W ′ has only a vertex or an entire edge on the boundary of S. Thus, here we depict
the most general situation. Analogous cases may occur in the situation of Figure 49, but here we illustrate
the most general scenario.

Then we obtain a commutative diagram (C.22) with exact rows as follows coming from the the situation
of Figure 48 on the right. The precise description of the vertical maps are given below the diagram. The
diagram for the situation of Figure 48 on the left can be obtained from the given one by removing the extra
summands in the projective presentations that do not cross Rγ′′, R2γ.

By the same reasoning as in part (a) we conclude that h is surjective, g is injective, and im g ⊂ kerh.
Finally, we can easily see that kerh0 ⊂ im g0, so Lemma C.27 again implies that im g = kerh. This shows
part (b) of the proposition if ρ(i) is as in Figure 48.

If ρ(i) is as in Figure 49, then we obtain a commutative diagram (C.23) with exact rows. Similar reasoning
shows that part (b) of the proposition holds in this case as well. This completes the proof of part (b).

To prove part (c) of the proposition we first observe that if γ is short then {Riγ} contains a radical line
ρ(i) where vertex i is a leaf in the dual graph of the quiver Q. Since by assumption {Riγ} does not contain
any radical lines we conclude that γ is not short. Then we construct a commutative diagram with exact
rows, which is analogous to the one in case (a) except that we remove the direct summand P (i) from the
exact sequence in the middle row together with the appropriate maps. Then we obtain maps h, g as before.
Because γ is not a radical line it follows that h0 is surjective, hence h is surjective. Again we obtain that
im g ⊂ kerh by Proposition 6.3. We can also show that ker g0 ⊂ imh0 by a similar argument as in case
(a), so we omit the detailed discussion. Note that the argument in this case would be simpler as the maps
g0, h0 would not contain u and v. Since R(γ) is not a radical line then h1 is surjective, so together with
ker g0 ⊂ imh0 we conclude that kerh ⊂ im g by Lemma C.27. It remains to show that g is injective.

Consider the following commutative diagram, where we now show the superscripts c and r on the vertical
map as they will be important. We know that the square on the left commutes. In the square on the
right we use the notation f̃ to denote a map ϕ0fϕ1 for some automorphisms ϕ1, ϕ0, and it is constructed
as follows. Recall that Proposition B.6 gives a projective resolution of Mγ starting with he map fγ and

choosing the appropriate representatives for fRiγ to produce the maps f̃Riγ for i ≥ 0 as in the statement.
Then Proposition B.7 describes the first three vertical maps gr0, g

c
1, g

r
2 induced by the pivot morphism from

γ to δ. A dual construction allows us to produce a projective co-resolution by starting with fγ and then
moving to the right with fR−1γ so that we obtain a commuting square on the right as in the diagram below.



A GEOMETRIC MODEL FOR SYZYGIES OVER 2-CALABI-YAU TILTED ALGEBRAS 107

Note that the vertical maps are now gc1, g
r
0, g

c
−1 moving from left to right. Then f̃R−1γ factors through Mγ ,

and f̃R−1γ′ ⊕ f̃R−1γ′′ factors through Mγ′ ⊕Mγ′′ as shown below.

P1(γ)
fγ //

gc1

��

P0(γ)

gr0

��

f̃R−1γ //

)) ))

P0(R−1γ)

gc−1

��

Mγ

g
��

' �

44

Mγ′ ⊕Mγ′′ � w

**
P1(γ′)⊕ P1(γ′′)

f ′γ⊕f
′′
γ // P0(γ′)⊕ P0(γ′′)

55 55

f̃R−1γ′⊕f̃R−1γ′′ // P0(R−1γ′)⊕ P0(R−1γ′′)

Because R−1γ is not a radical line then P0(R−1γ) is a direct summand of P0(R−1γ′) ⊕ P0(R−1γ′′), and
we conclude that gc−1 is injective. Since the square on the right commutes and gc−1 is injective it follows that
g is also injective. This completes the proof of part (c). �
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