Rogue wave formation scenarios for the focusing nonlinear Schrödinger equation with parabolic-profile initial data on a compact support
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Abstract

We study the (1 + 1) focussing nonlinear Schrödinger equation for an initial condition with compactly-supported parabolic profile and phase depending quadratically on the spatial coordinate.

In the absence of dispersion, using the natural class of self-similar solutions, we provide a criterion for blow-up in finite time, generalising a result by Talanov et al. In the presence of dispersion, we numerically show that the same criterion determines, even beyond the semi-classical regime, whether the solution relaxes or develops a high-order rogue wave, whose onset time is predicted by the corresponding dispersionless catastrophe time.

The sign of the chirp appears to determine the prevailing scenario among two competing mechanisms for rogue wave formation. For negative values, the numerical simulations are suggestive of the dispersive regularisation of a gradient catastrophe described by Bertola and Tovbis for a different class of smooth, bell-shaped initial data. As the chirp becomes positive, the rogue wave seems to result from the interaction of counter-propagating dispersive dam break flows, as in the box problem recently studied by El, Khamis and Tovbis.

As the chirp and amplitude of the initial profile are relatively easy to manipulate in optical devices and water tank wave generators, we expect our observation to be relevant for experiments in nonlinear optics and fluid dynamics.

1 Introduction

In the past decades, much attention has been devoted to the study of the generation mechanisms and of the evolution of rogue waves, that is, unusually high waves, localised in space and time, and substantially higher (typically, more than twice) than the significant wave height of the background on which they emerge. So far, this research has revealed the appearance and relevance of these extreme phenomena in a broad range of different physical contexts, from oceanography \cite{1} to nonlinear optics and lasers \cite{2}, atmosphere \cite{3}, plasma physics \cite{4}, and matter waves (Bose–Einstein condensate) \cite{5,6}. In this connection, the focussing nonlinear Schrödinger (NLS) equation, featuring quadratic dispersion and cubic nonlinearity of the slowly varying amplitude of just one quasi-monochromatic wave,

\[ i\epsilon \psi_t + \frac{\epsilon^2}{2} \psi_{xx} + |\psi|^2 \psi = 0, \]

where \( \psi \) is the complex wave envelope and \( \epsilon \) is the dispersion parameter defining the modulation scale, plays the role of a universal model \cite{7,8,9,10} as it emerges via multi-scale reduction from almost any conservative wave dynamics \cite{11}, wherever the conditions of weak dispersion, of weak nonlinearity, and of narrow band, are met. Furthermore, as a
well-known integrable system \cite{12 13 14 15 16}, its Lax pair has been shown to be gauge equivalent to that of other physically relevant models, most famously the Heisenberg ferromagnet \cite{17 18 19}. The NLS equation has been used to provide a simple description of the instability of regular wave trains, a phenomenon nowadays called modulational instability and first predicted by Benjamin and Feir \cite{20} in water dynamics, and by Talanov \cite{21} in optics. According to this mechanism, at the linear stage, all perturbations of a plane wave background and with Fourier wave number within a given interval undergo exponential growth: as the instability develops, novel wave patterns, such as rogue waves, have been observed or proved to form \cite{10 22 23 24 25}. The onset and formation of such patterns typically occurs at the nonlinear stage of the evolution, when the linear description associated to the modulational instability mechanism fails.

When one is not concerned with the perturbation of a plane wave of infinite extent, then, as observed in \cite{20} and \cite{27}, two different scenarios for the evolution of unstable wave systems modeled by the NLS equation \cite{1} have been considered. In the first scenario, the initial condition is represented by a broad localised wave packet with a smooth envelope, where the nonlinear effects prevail over the exponential growth of small long wave perturbations predicted by the classical modulation instability theory. In this case, Bertola and Tovbis \cite{28} proved that the nonlinear focusing of such smooth wave packets generally leads to a gradient catastrophe that is universally regularised by effect of dispersion, resulting into the emergence of a rogue-wave-like coherent structure, which, in the semiclassical, small-dispersion limit, is asymptotically described by the famous Peregrine soliton solution. In the second scenario, which belongs to the class of the so-called Riemann problems \cite{29}, the initial condition features sharp discontinuities in the amplitude, and the resulting evolution is characterised by the formation of dispersive dam break flows \cite{30}, the elliptic counterpart of the dispersive shock waves observed in the hyperbolic, defocusing regime \cite{31}. In particular, in the case of a rectangular barrier \cite{32}, the so-called ‘box’ or symmetric dam-break problem, in the semiclassical regime, El, Khamis and Tovbis \cite{33} showed that the dispersive dam break flows counter-propagating from the edges of the box can interact to form a modulated large-amplitude quasi-periodic breather lattice, whose wave profiles are well approximated by the Akhmediev and Peregrine breathers, thereby suggesting a different mechanism for the formation of rogue waves.

In this paper, we consider a general concave parabolic initial condition on a compact support, which does not immediately fit into one of the two above-mentioned scenarios, but whose evolution shows a prevalence of the underlying rogue-wave generation mechanism from either the first or the second scenario, depending on the value of the chirp and of the amplitude. More specifically, we study \cite{1} for the initial condition

$$\psi(x, 0) = \sqrt{\mu_0 + \gamma_0 x^2} \exp\left(\frac{i \alpha_0}{2} x^2\right), \quad \text{with} \quad \mu_0 > 0, \quad \gamma_0 < 0,$$

\text{(2a)}

defined on the compact support

$$x \in \left[-\sqrt{-\frac{\mu_0}{\gamma_0}}, \sqrt{-\frac{\mu_0}{\gamma_0}}\right].$$

\text{(2b)}

The endpoints of this compact support are vacuum points, where \cite{2} features a catastrophe of the gradient. This problem is of theoretical relevance in the modelling of the interaction of parabolic radio beams with the ionosphere \cite{32}. For zero chirp ($\alpha_0 = 0$), the effect of modulational instability to the formation of a region of strong nonlinear oscillations was recently studied in \cite{33}. More recently, this initial condition has emerged in the study of mean field games with negative coordination \cite{34 35}, with applications to crowd dynamics \cite{36}. The same initial condition – but for the defocussing NLS equation, which is obtained by replacing the positive sign in front of the nonlinear term in \cite{1} with a negative sign – is well known to appear in the context of the Thomas-Fermi approximation for the Gross-Pitaevskii equation, neglecting quantum pressure and kinetic energy, describing the ground state wave function of a Bose-Einstein condensate confined in a harmonic potential (see \cite{37} and references therein).

For the sake of the analysis presented in this paper and in order to introduce our results, we rephrase the NLS equation \cite{1} as a fluid dynamics system,

$$\rho_t + (\rho u)_x = 0, \quad u_t + uu_x - \rho_x + \epsilon^2 \left(\frac{\rho_x^2}{8\rho^2} - \frac{\rho xx_x}{4\rho}\right)_x = 0,$$

\text{(3)}

via the classical Madelung transformation \cite{38},

$$\psi = \sqrt{\rho} \exp\left(\frac{i}{\epsilon} \int u dx\right),$$

\text{(4)}

so that the initial condition \cite{4} reads

$$\rho(x, 0) = \mu_0 + \gamma_0 x^2, \quad u(x, 0) = \alpha_0 x.$$
Using this hydrodynamic form, one can easily identify the dispersive contribution to (1) as the terms multiplying \( \epsilon^2 \) in (3). Therefore, a dispersionless counterpart of (1) can be constructed by setting \( \epsilon \) to zero in (3), obtaining the quasi-linear system of geometric optics equations:

\[
\begin{align*}
\rho_t + u\rho_x + \rho u_x &= 0, \\
u_t + u\nu_x - \rho &= 0.
\end{align*}
\] (6)

This system is called elliptic as its associated “characteristic velocities” are complex.

As the dispersionless counterpart of the NLS equation, system (6) has been the object of intense research since its introduction in the context of nonlinear optics and plasma physics (nonlinear interaction of radio-waves with ionosphere), starting from the seminal contributions by Talanov [21, 39], Gurevich and Shvartsburg [40, 52], and Akhmanov, Sukhorukov and Khokhlov [41, 42] (see also [33] and references therein). The elliptic system (6) has also been consistently investigated as the semi-classical limit of the NLS equation in [43, 44, 45, 46, 47].

In particular, the approach followed in [41] is based on the introduction of a so-called hodographic transform (see [38]), which converts the nonlinear system (6) in a linear system for the inverse functions \( x(\rho, u) \) and \( t(\rho, u) \):

\[
\begin{align*}
x_u - ut_u + \rho t_\rho &= 0, \\
t_u + ut_\rho - x_\rho &= 0.
\end{align*}
\] (7)

However, for initial conditions of the form \( (5) \), Talanov in 1965 [21, 40, 41, 32] observed that system (6) admits solutions where \( \rho \) and \( u \) are polynomial in the \( x \) variable. For zero chirp (\( \alpha_0 = 0 \)) and for \( \rho(x, 0) = 1 - x^2 \), the solution was shown to feature a blow-up at finite time \( t_* \). For positive phase (\( \alpha_0 > 0 \)) and for \( \rho(x, t) = \mu(t) + \gamma(t) x^2 \) with \( \gamma(t) = -\mu^3(t) \), a condition on \( \alpha_0 \) was derived (see [22]), dictating whether the dispersionless solution features asymptotic relaxation (\( \alpha_0 > 2 \)) or blow-up at finite time (\( \alpha_0 < 2 \)), and an expression for the time of catastrophe was provided. The evolutions studied by Talanov, Gurevich and Shvartsburg belong to the natural class of the so-called self-similar solutions which are particularly useful to describe metastable dynamics [49]. Analogous self-similar polynomial solutions were introduced by Ovsyannikov in 1979 [50] and studied in [51, 52, 53] for the hyperbolic case, corresponding to the defocussing NLS equation, showing that an asymptotic relaxation behavior is always present for any initial chirp, differently from the elliptic case. The possible relevance – to which the present work brings potential evidence in support – of the self-similar solutions introduced by Talanov to the study of the full focusing NLS equation in the case of small dispersion has been recently pointed out in [54].

Continuing on the line of Talanov’s approach, in this work we provide closed-form, implicit expressions for the dispersionless solutions of (6) with (5) for a generic concave parabolic profile (to ensure the compactness of the support) and for generic chirp \( \alpha_0 \) (note that the case \( \alpha_0 < 0 \) cannot be obtained from the case \( \alpha_0 > 0 \) by a rescaling): analogously to [32], the dispersionless solutions either undergo asymptotic relaxation or blow-up at finite time \( t_* \), depending on the sign of the quantity \( \alpha_0^2 + 4\gamma_0 \). The time of blow-up can be explicitly given in terms of the parameters \( \alpha_0 \) and \( \gamma_0 \) and is independent from \( \mu_0 \). More significantly, we numerically show the notable fact that, in a dispersion regime that extends even beyond the semi-classical approximation, the solutions to the fully dispersive NLS equation (1) with (2) seem to be driven by the corresponding solutions of the dispersionless counterpart (6) with (5): the dispersive solutions feature asymptotic relaxation when the dispersionless counterpart relaxes, whereas they develop a space-time-localised peak in the form of a Peregrine-like rogue-wave when the dispersionless counterpart features a catastrophe. In fact, the amplitude of the central peak, as well as the number and distribution of the side peaks, suggest that we are observing a high-order rogue-wave solution (see [55] and references therein). Similarly to what is analytically found in (28), when the conditions allow for the formation of a localised peak, this latter occurs at a time that is very well approximated by the time of the catastrophe of the corresponding dispersionless solution. In particular, although our initial condition (2) does not fit the class of analytic, bell-shaped initial data studied in [28], for \( \alpha_0^2 + 4\gamma_0 < 0 \) the emergence of a (high-order) rogue wave in the numerical evolution of the initial condition shows a remarkable similarity with what the one described in [10, 28, 59], where Peregrine breathers emerge during the regularisation of the generic gradient catastrophe (Bertola-Tohvis scenario). However, as \( \alpha_0^2 + 4\gamma_0 \) increases and becomes larger than zero, the evolution is more and more characterised by the formation of a lattice of counter-propagating breather-like structures with a central higher peak produced by constructive nonlinear interference, resembling what is observed in the context of the dam break problem studied in [24] (El-Khamis-Tohvis scenario), again in spite of the substantial analytical differences among our initial condition and theirs.

Although we currently do not have an analytical explanation of our numerical observations, following the above analogies, we conjecture that the mechanism, in the evolution of (2) in the small-dispersion semiclassical regime, leading to the generation of a space-time-localised peak, when the solution does not undergo asymptotic relaxation, may be given by the interplay of the Bertola-Tohvis and El-Khamis-Tohvis scenarios, with the Bertola-Tohvis scenario prevailing when \( \alpha_0^2 + 4\gamma_0 < 0 \) and with the El-Khamis-Tohvis scenario prevailing when \( \alpha_0^2 + 4\gamma_0 > 0 \).
This paper is structured in two parts. In Section 2 we provide a complete classification and characterisation of compactly supported Talanov solutions of the dispersionless model and we identify the criterion for their blow-up. The results are summarised in Appendix A. In Section 3 we compare the semi-analytical solution of the dispersionless model to the full focusing NLS equation, testing the criterion for the focusing blow-up against the formation of a rogue-wave-like peak for the focusing NLS. The numerics shows that the dispersionless blow-up is related to the appearance of a rogue wave in the full dispersive equation.

2 Study of the Talanov solutions

We approach the study of compactly supported self-similar solutions of the dispersionless focusing NLS equation by generalising what has been done in [21] [10] (for the hyperbolic analogue, see [50] [52]).

We start by considering the Ansatz

$$\rho = \gamma(t)x^2 + \omega(t)x + \zeta(t), \quad u = \alpha(t)x + \beta(t).$$  \hspace{1cm} (8)

**Remark 2.1.** This Ansatz, due to Talanov, has also the remarkable property that it is the only truncation of the expansions $\rho = \sum_{k=0}^{\infty} P_k(t)x^k$ and $u = \sum_{k=0}^{\infty} u_k(t)x^k$ leading to an exact solution.

From (8), the coefficients satisfy

$$\gamma' + 3\alpha\gamma = 0, \quad \alpha' + \alpha^2 - 2\gamma = 0, \quad \omega' + 2\omega\omega + 2\beta\gamma = 0, \quad \zeta' + \alpha\zeta + \beta\omega = 0, \quad \beta' + \alpha\beta - \omega = 0,$$  \hspace{1cm} (9)

where a prime appended to a symbol indicates differentiation with respect to $t$, $f' \equiv df/dt$.

A convenient change of variables for the above system can be had by looking at the geometrical properties of $\rho$ in (8). Indeed, considering $\rho$ as a parabola in the spatial coordinate $x$, let $\mu$ and $\xi$ be its vertex height and position, respectively. We have

$$\mu = \zeta - \omega^2/(4\gamma), \quad \xi = -\omega/(2\gamma),$$  \hspace{1cm} (10)

which, using (9), can be shown to satisfy the following ordinary differential equations:

$$\mu' + \alpha\mu = 0, \quad \xi' = \beta - \alpha\xi, \quad \xi'' = 0.$$  \hspace{1cm} (11)

These relations imply that the quantity $\beta - \alpha\xi$ is constant. Consequently, system (9) can be rewritten as a system of three differential equations in the three unknowns $\alpha, \gamma$ and $\mu$,

$$\gamma' + 3\alpha\gamma = 0, \quad \alpha' + \alpha^2 - 2\gamma = 0, \quad \mu' + \alpha\mu = 0.$$  \hspace{1cm} (12)

We observe that this is the system related to the symmetric solution obtained by setting $\omega$ and $\beta$ to zero and $\zeta = \mu$ in (9), corresponding to the Ansatz

$$\rho = \gamma(t)x^2 + \mu(t), \quad u = \alpha(t)x.$$  \hspace{1cm} (13)

The dispersive counterpart of this evolution is generated by the initial datum (2),

$$\psi(x, 0) = \sqrt{\mu_0 + \gamma_0 x^2} \exp\left(\frac{\mu_0 x^2}{2\epsilon}\right),$$  \hspace{1cm} (14)

where

$$\gamma(0) = \gamma_0, \quad \alpha(0) = \alpha_0, \quad \mu(0) = \mu_0.$$  \hspace{1cm} (15)

Note that system (12) coincides with the system obtained in the hyperbolic case studied in [52], with the except of an opposite sign in front of the term $2\gamma$ in the second ODE in the hyperbolic case. As we will see in the following, this sign difference is responsible for many new interesting phenomena in the elliptic case.

The exponential nature of $\mu$ and $\gamma$ can be easily seen from their evolution equations (12). Indeed, by integrating the first and the third equation in system (12), we get

$$\gamma(t) = \gamma_0 \exp\left(-3\int_0^t \alpha(\bar{t}) \, d\bar{t}\right), \quad \mu(t) = \mu_0 \exp\left(-\int_0^t \alpha(\bar{t}) \, d\bar{t}\right).$$  \hspace{1cm} (16)

Therefore, $\gamma$ and $\mu$ cannot change sign during their evolution. The fact that $\mu$ stays positive if it is positive at $t = 0$ is physically relevant as it ensures the positivity of $\rho = |\psi|^2$. The positivity of $\rho$ is also mathematically relevant because, if $\rho < 0$, then system (10) changes its nature, becoming hyperbolic.
Let us now solve system (12). First of all, after a technical change of variables (see [52]),
\[ \sigma = (\gamma/\gamma_0)^{1/3}, \quad \text{entailing} \quad \sigma(0) = 1, \]  
we restrict our attention to the closed subsystem
\[ \alpha' + \alpha^2 - 2\gamma_0\sigma^3 = 0, \quad \sigma' + \alpha\sigma = 0. \]  
After multiplying the first equation in (18) by \( \alpha \), rewriting it as an equation for the variable \( \alpha^2 \), and finally combining it with the second equation for \( \sigma' \), we obtain a single linear equation in \( \alpha^2 \) as a function of \( \sigma \),
\[ \frac{d\alpha^2}{d\sigma} - \frac{2}{\sigma} \alpha^2 + 4\gamma_0\sigma^2 = 0, \]  
whose solution is
\[ \alpha(\sigma) = \pm \sqrt{(\alpha_0^2 + 4\gamma_0)\sigma^2 - 4\gamma_0\sigma^3}. \]  
The choice of the sign is determined by the sign of \( \alpha(\sigma(0)) \).
\[ \alpha(\sigma(0)) = \alpha|_{\sigma=0} = \alpha|_{\sigma=1} = \alpha_0. \]  
For the sake of completeness, we add here the dependence on \( \sigma \) of the parabola curvature \( \gamma \) and the parabola vertex \( \mu \),
\[ \gamma = \gamma_0\sigma^3, \quad \mu = \mu_0\sigma, \]  
which have been obtained by combining (16) with the definition of \( \sigma \) in (17).

When \( \alpha_0 = 0 \), system (18) suggests that the sign of (20a) is determined by the sign of \( \gamma_0 \) and consequently the ODE for \( \sigma(t) \) is
\[ \sigma' \pm \sqrt{(\alpha_0^2 + 4\gamma_0)\sigma^2 - 4\gamma_0\sigma^3} = 0, \quad \text{with} \quad \sigma(0) = 1. \]  

In the rest of this section and of the following one, we focus on Gurevich-Shvartsburg-type solutions [40, 32], namely solutions to (6) for an initial condition (5) where \( \gamma_0 < 0 \) and the phase coefficient \( \alpha_0 \) is generic. As shown in [40], in the context of nonlinear optics, the relevance of these solutions resides in their self-similarity. Indeed, they can be seen as the largest self-similar generalisation of
\[ \rho = -\left(\frac{x}{3t} - c\right)^2, \quad u = 2\frac{x}{3t} + c, \]  
which is the elliptic counterpart of the rarefaction solution for the dam break problem or the gas dynamics problem with pressure proportional to \( \rho^2 \) (e.g., see [60]). We remark that the solution (23) is fundamental in the defocusing/hyperbolic case, whereas it is unphysical in the focusing/elliptic case because \( \rho \) is negative. In fact, in the focusing/elliptic case there is no physically relevant solution with self-similarity variable \( \xi = x/t \). Therefore, the Ansatz (13) is the only way to analyse generic structures of selfsimilar solutions for (6).

Such solutions live on the compact support \( \mathcal{D} \) given by
\[ \mathcal{D} = \{ x \in \mathbb{R} : |x| < \sqrt{-\frac{\mu_0/\gamma_0 \sigma}{1}} \}. \]  

Before moving onto the classification of the dispersionless dynamics, it is worth noting that system (12) admits also solutions with \( \gamma_0 > 0 \), i.e. parabolas with positive concavity corresponding to a wave function with a noncompact support. Contrary to the defocusing/hyperbolic case, the nonsmooth gluing of solutions, necessary to restore a physically relevant solution, cannot be achieved by standard characteristics methods [60]. It seems that solutions with positive concavity could display quite different phenomena requiring a separate study.

In order to simplify the classification of the solutions, we introduce the parameters:
\[ A = \alpha_0^2 + 4\gamma_0, \quad B = -4\gamma_0 > 0. \]  
In the following, using \( A \) and \( B \), we complete the characterisation of the compactly-supported parabolic solutions: our results are summarised in Appendix A.
2.1 Nonnegative chirp $\alpha_0 \geq 0$

When $\alpha_0 > 0$, for small times $\sigma$ decreases, i.e. $\sigma'(0^+) < 0$. We have the following three distinct cases, depending on the sign of $A$.

1. When $A > 0$, namely, when $\alpha_0^2 + 4\gamma_0 > 0$, recalling that the parameter $\sigma$ defined in (17) is always positive, the solution of (12) reads (61, 2.228.1 p.86)

$$t = \frac{\sqrt{A + B\sigma}}{A\sigma} - \frac{\sqrt{A + B}}{A} + \frac{B}{2A^{3/2}} \log \left[ \frac{\sqrt{A + B} + \sqrt{A}}{\sqrt{A + B\sigma} - \sqrt{A}} \right].$$

The auxiliary variable $\sigma$ is monotonic in time and approaches 0 for large $t$. Thus, the amplitude $\sqrt{\rho}$ features asymptotic relaxation over time.

2. When $A = 0$, namely, when $\alpha_0^2 + 4\gamma_0 = 0$, the solution (26) degenerates and becomes

$$t = \frac{1 - \sigma^{3/2}}{3\sqrt{-\gamma_0}\sigma^{3/2}}$$

which can be explicitly inverted giving

$$\sigma = \frac{1}{(1 + 3\sqrt{-\gamma_0})t}^{2/3}.$$  

Also in this case, $\sigma$ approaches zero asymptotically in time, and the amplitude $\rho$ undergoes relaxation. In this case it is possible to write explicitly the solution

$$\rho = \frac{\mu_0}{(1 + 3\sqrt{-\gamma_0})t}^{2/3} - |\gamma_0| \left( \frac{x}{1 + 3\sqrt{-\gamma_0}t} \right)^2, \quad u = 2\sqrt{-\gamma_0} \frac{x}{1 + 3\sqrt{-\gamma_0}t}.$$  

Even if (28) seems similar to (23), now the term of zeroth order in $x$ is time dependent. This crucial difference changes the time exponent of the self-similarity variable, giving $x \sim x/(1 + 3\sqrt{-\gamma_0}t)^{2/3}$.

3. When $A < 0$, namely, when $\alpha_0^2 + 4\gamma_0 < 0$, differently from the previous two cases, the auxiliary variable $\sigma$ is not monotonic in time. For small times, $\sigma < 1$ and the implicit solution takes the form

$$t = \frac{\sqrt{A + B\sigma}}{A\sigma} - \frac{B}{(-A)^{3/2}} \arctan \left( \frac{\sqrt{A + B\sigma}}{\sqrt{-A}} \right) - \frac{\sqrt{A + B}}{A} + \frac{B}{(-A)^{3/2}} \arctan \left( \frac{\sqrt{A + B}}{\sqrt{-A}} \right),$$

where $A + B > 0$ by definition (23). The argument of the square roots in (23) vanishes at the minimum $\sigma_{\text{min}}$ of $\sigma(t)$ (i.e., where $\sigma' < 0$),

$$\sigma_{\text{min}} \equiv -\frac{A}{B} = 1 - \frac{\alpha_0^2}{4|\gamma_0|} > 0$$

which corresponds to the time

$$t_{\text{min}} = -\frac{\sqrt{A + B\sigma}}{A} + \frac{B}{(-A)^{3/2}} \arctan \left( \frac{\sqrt{A + B}}{\sqrt{-A}} \right).$$

As $\sigma'(t_{\text{min}}) > 0$, for $t > t_{\text{min}}$ the auxiliary variable $\sigma$ starts to increase monotonically, $\sigma'(t) > 0$ for all $t > t_{\text{min}}$. It is straightforward to see that there are no other critical points, and hence we have to solve equation (22) with the minus sign in front of the square root, obtaining

$$t = -\frac{\sqrt{A + B\sigma}}{A} + \frac{B}{(-A)^{3/2}} \arctan \left( \frac{\sqrt{A + B\sigma}}{\sqrt{-A}} \right) - \frac{\sqrt{A + B}}{A} + \frac{B}{(-A)^{3/2}} \arctan \left( \frac{\sqrt{A + B}}{\sqrt{-A}} \right),$$

which is defined on the semi-open interval $[0, t_c)$, with

$$t_c = -\frac{\sqrt{A + B\sigma}}{A} + \frac{B}{(-A)^{3/2}} \left[ \frac{\pi}{2} + \arctan \left( \frac{\sqrt{A + B}}{\sqrt{-A}} \right) \right],$$

obtained by taking the limit $\sigma \to \infty$ in (31). The solution (31) is not defined for $t \geq t_c$. Correspondingly the amplitude $\rho$ features a blow-up at the finite time $t = t_c$.

In Figure 1 we show three examples of blow-up at finite time ($A < 0$) and one example of relaxation behaviour ($A > 0$) for the dispersionless solution emerging from the initial condition (2) with $\gamma_0 = -1$ and $\mu_0 = 1$.

Remark 2.2. The case $\alpha_0 = 0$ (particular subcase of the $A < 0$ case) has already been studied in [40]: the solution blows-up at $t_c = \frac{1}{2\sqrt{|\gamma_0|}}$ and $t_{\text{min}} = 0$. 
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\[ \alpha_0 = -1, \quad t_c = 0.4728 \]
\[ \alpha_0 = 0, \quad t_c = \frac{\pi}{4} = 0.7854 \]
\[ \alpha_0 = 1, \quad t_c = 1.9456 \]
\[ \alpha_0 = 4 \]

Figure 1: Spatio-temporal evolution of \( \sqrt{\rho} \), the absolute value of the solution to (6), emerging from the initial condition (2) with \( \gamma_0 = -1 \) and \( \mu_0 = 1 \), for different values of \( \alpha_0 \). With this choice of \( \gamma_0 \) and \( \mu_0 \), the dispersionless solution is expected to feature a blow-up in finite time \( t_c \) for \( \alpha_0 < 2 \) and to undergo asymptotic relaxation for \( \alpha_0 \geq 2 \).

2.2 Negative chirp \( \alpha_0 < 0 \)

When \( \alpha_0 < 0 \), we have \( \sigma' > 0 \) and the sign of \( A \) cannot prevent the blow-up. The behavior for different values of \( A \) is qualitatively similar, and the motion of the maximum of the density is monotonic in time. The computations are the same as in the previous section and we limit ourselves to merely listing the results.

The solution in this case is, for \( A < 0 \),
\[ t = -\frac{\sqrt{A + B\sigma}}{A\sigma} + \frac{B}{(-A)^{3/2}} \arctan \left( \frac{\sqrt{A + B\sigma}}{\sqrt{-A}} \right) + \frac{\sqrt{A + B}}{A} - \frac{B}{(-A)^{3/2}} \arctan \left( \frac{\sqrt{A + B}}{\sqrt{-A}} \right), \tag{33} \]
until the blow-up time
\[ t_c = \frac{\sqrt{A + B}}{A} + \frac{B}{(-A)^{3/2}} \left[ \frac{\pi}{2} - \arctan \left( \frac{\sqrt{A + B}}{\sqrt{-A}} \right) \right]. \tag{34} \]

In the degenerate case \( A = 0 \), i.e. \( \alpha_0 = -2\sqrt{-\gamma_0} \) for \( \alpha_0 < 0 \), we have the solution
\[ \sigma = \frac{1}{\left( 1 - 3\sqrt{-\gamma_0}t \right)^{2/3}}, \tag{35} \]
until the blow-up time
\[ t_c = \frac{1}{3\sqrt{-\gamma_0}}. \tag{36} \]

We complete the classification with the case \( A > 0 \), where the solution is
\[ t = -\frac{\sqrt{A + B\sigma}}{A\sigma} + \frac{\sqrt{A + B}}{A} - \frac{B}{2A^{3/2}} \log \left( \frac{(\sqrt{A + B} + \sqrt{A})(\sqrt{A + B\sigma} - \sqrt{A})}{(\sqrt{A + B} - \sqrt{A})(\sqrt{A + B\sigma} + \sqrt{A})} \right), \tag{37} \]
until the blow-up time
\[ t_c = \frac{\sqrt{A + B}}{A} - \frac{B}{2A^{3/2}} \log \left( \frac{\sqrt{A + B} + \sqrt{A}}{\sqrt{A + B} - \sqrt{A}} \right). \tag{38} \]

In Figure 4 we show the dependence of the blow-up time on the phase parameter \( \alpha_0 \), for the initial datum \( \gamma_0 = -1 \), \( \mu_0 = 1 \) in the initial data class 2.

3 Dispersive effects on Talanov initial data for the focusing NLS equation

The goal of the present section is to qualitatively compare the numerical solution of the full dispersive NLS equation (1) with the analytic solution of its dispersionless counterpart (6) given in the previous section. Here we consider the initial condition (2) for both the dispersive and the dispersionless model, with \( \mu_0 = 1 \) and \( \gamma_0 = -1 \), that is,
\[ \psi(x, 0) = \psi(0)(x) = \sqrt{1 - x^2} \exp \left( \frac{i\alpha_0}{2\epsilon} x^2 \right), \tag{39} \]
for different choices of the phase \( \alpha_0 \) and of the dispersion parameter \( \epsilon \geq 0 \). In this case, the dispersionless solution (see table in Appendix A) will undergo asymptotic relaxation for \( \alpha_0 \geq 2 \), whereas for \( \alpha_0 < 2 \) it will exhibit a blow-up at finite time \( t_c \) given by (32) and (38),

\[
t_c = \left\{ \begin{array}{ll}
\frac{4 - \alpha_0}{4 - \alpha_0} - \frac{4}{(4 - \alpha_0)^{3/2}} \arctan \left( \frac{\alpha_0}{\sqrt{4 - \alpha_0}} \right) & \text{if } -2 < \alpha_0 < 2 \\
\frac{1}{3} & \text{if } \alpha_0 = -2 \\
-\frac{\alpha_0}{\alpha_0 - 4} + \frac{4}{(\alpha_0 - 4)^{3/2}} \tanh \left( \frac{\sqrt{\alpha_0 - 4}}{\alpha_0} \right) & \text{if } \alpha_0 < -2
\end{array} \right.
\]

As for the numerical integration of (1), the initial condition (39) features two gradient catastrophes at \( x = \pm 1 \), hence, as such, it is not suitable for direct numerical implementation. We found it convenient to use the following infinite product representation of the square-root term in (39):

\[
\prod_{j=1}^{\infty} e^{-x^2} = \left\{ \begin{array}{ll}
\sqrt{1-x^2} & -1 \leq x \leq 1 \\
0 & \text{else}
\end{array} \right.
\]

Using the above formula, we introduce the following smooth approximations of the initial condition (39):

\[
\psi_N^{(0)}(x) = \exp \left( \frac{i \alpha_0}{2 \epsilon} x^2 \right) \exp \left( -\sum_{j=1}^{N} \frac{x^{2j}}{2j} \right).
\]

We integrate the focusing NLS equation (1) with initial condition (41) employing a step-adaptive pseudo-spectral method. While the space derivatives are evaluated using Fast Fourier Transform routines (FFTW) [http://www.fftw.org/] on a numerical box having size \( L = 64 \) that is discretised with \( 2^{17} \) points, the time evolution is carried out using the numerical solver included in the 'ROCK1' C++ library [62]. The code relies on a fourth-order embedded-Runge-Kutta method suitable for large stiff problems. Moreover, the solver adapts each propagation time step to minimise the numerical error and control the scheme stability. We ensured that, at each time, the power spectrum for the spatial Fourier transforms does not reach the boundaries of the spectral domain. For the purposes of the present numerical investigation, we have observed that setting \( N = 10 \) in (41) is sufficient to ensure a reliable comparison with the analytical solution of the dispersionless counterpart (13), as a further increase of \( N > 10 \) for a fixed spatial discretisation step only affects the maximum of the absolute value of \( \psi \) and its position over the space-time integration domain within a relative error of 1%.

As for the solution of the dispersionless counterpart, system (5) with (4), we refer to it as semi-analytical, for it is obtained by directly numerically integrating (12) with (15) in time via a simple fourth-order embedded-Runge-Kutta method with relative accuracy of \( 10^{-9} \).

As illustrated in Figures 2b, the numerical solution of the NLS equation appears to be driven by the behaviour of the corresponding dispersionless counterpart. For \( \alpha_0 < 2 \), where the dispersionless solution evolving from (5) is expected to blow-up at finite time \( t_c \) (40), the dispersive NLS solution features a local maximum for \( |\psi| \) at a time \( t_{\text{max}} \) which is remarkably well approximated by \( t_c \), \( t_{\text{max}} \approx t_c \) (see Figure 4). Due to its similarity to the Peregrine soliton (see Figures 2a, 2d, and 3a, 3d), and its height of up to 10 times the initial height of the parabola \( \rho(x,0) \) (for instance, see Figure 2a), we suggest an interpretation of the peak as a rogue-wave solution. The process leading to the formation of these structure qualitatively resembles the Bertola-Tovbis regularisation mechanism of the gradient catastrophe through the generation of a Peregrine breather [25, 27]. However, here the presence of additional lobes on the side of the main peak suggests the presence of a high-order rogue wave [58]. In particular for \( \alpha_0 \leq 0 \) (Figures 2a, 2c, and 3a, 3c), the focusing behaviour and the rogue wave formation are strengthened by the negative chirp and dominate the dynamics. Whereas, for \( 0 < \alpha_0 < 2 \) (Figures 2d and 3d) the focusing process is increasingly impeded by the positive phase and in competition with the oscillations propagating towards the vertex of the parabola from the two vacuum points at \( x = \pm 1 \). These oscillations are numerically reminiscent of the dam break flow observed and studied in [21], suggesting a similar underlying mechanism. However, it is worth observing that the box-like initial condition for the dam break problem in [21] has two symmetric discontinuity points in the function at the endpoints of the compact support but not in the first spatial derivative, whereas the initial condition (2) is continuous but features a divergence on the first two vacuum points coinciding with the endpoints of the compact support. Lastly, for \( \alpha_0 \geq 2 \) – see Figures 5 – where the dispersionless solution evolving from (5) is expected to relax, the NLS
solution behaves accordingly for all the values of the dispersion parameter $\epsilon$ for which it was possible to carry out the numerical integration (the largest of such values being $\epsilon = 1$, well beyond the semiclassical limit).

The numerical evidence, supporting the analytical predictions from the dispersionless model, suggests that the rogue wave formation (or suppression for the focusing NLS equation (1) with (41)) can be controlled and manipulated by conveniently tuning the chirp and the amplitude of the initial parabolic profile, analogously to what is observed and tested in [27] for a sech profile.

4 Conclusion and future directions

In this paper we numerically analysed a condition for the rogue wave formation for the focusing NLS equation (1) for a class of compactly supported initial data. Such criterion is based on the study of self-similar solutions of the elliptic dispersionless NLS system (4).

A visual comparison between Figures 2c and 5c shows that the maximum elevation of the central peak increases when the dispersion decreases: this qualitative observation suggests that – at least partly – it should be possible to describe the behaviour of such peak in terms of the solution of the purely dispersionless system.

The investigation of the blow-up of parabolic solutions of dispersionless NLS models was initiated in the paper [40] and, in its extended version, in the book [32] (which, to the best of our knowledge, to date has never been fully translated into English), in the context of studying radiowave beams of different profiles interacting with the ionosphere: there the authors found the criterion for the blow-up of a parabolic profile in the absence of dispersion for a subclass of the initial data analysed in the present paper (adding some considerations about perturbing such profile).

Here we complete the classification and characterisation of the compactly supported self-similar solutions of dispersionless focusing NLS equation and we perform an accurate numerical comparison with the dispersive counterpart. This numerical study confirms that the dispersionless blow-up criterion is a surprisingly good indicator of the rogue wave formation in the dispersive model. We also remark that such criterion qualitatively holds for rather large values of the dispersive parameters ($\epsilon = \frac{1}{17}$ and $\epsilon = \frac{1}{39}$), well outside the semi-classical approximation regime.

The compact support of the initial conditions is another peculiarity of the paper. In the case of smooth initial data, a thorough investigation is presented in [28], where the rogue wave formation is studied also from the analytical point of view. Here the presence of vacuum sectors in the initial data yields non-trivial numerical and analytical complications, but the self-similarity of the dispersionless evolution allows to identify anyway a criterion for the formation of rogue waves. Moreover, we numerically observe that the evolution leading to the formation of the rogue wave shows remarkable similarities with the scenarios presented in [28] and [24], the prevalence of one or the other seeming to depend on the sign of a function of the chirp and of the amplitude. As chirp and amplitude are easy to control in water tank wave generators (see [27]) and in nonlinear optical devices, we suggest that our result may be relevant to and put to test in future experiments in optics and fluid dynamics.

We finally remark that the parabolic structure of self-similar solutions appears to be independent of the number of spatial dimensions. This can be verified by direct inspection. Actually, it is well known [32] that the focusing NLS equation with function $\psi = \sqrt{\rho} \exp (\frac{i}{\rho} \theta)$ can be mapped through the Madelung transformation in a fluid-dynamic-like system, whose dispersionless counterpart is the potential shallow water equation

$$u_t + u \cdot \nabla u - \nabla \rho = 0, \quad \rho_t + \nabla \cdot (\rho u) = 0, \quad u = \nabla \theta. \quad (42)$$

Such system admits, as in the one-dimensional case, a class of quadratic exact solutions

$$\theta = \theta_{20}(t) \frac{x^2}{2} + \theta_{11}(t) xy + \theta_{02}(t) \frac{y^2}{2}, \quad \rho = \rho_{20}(t) x^2 + \rho_{02}(t) y^2 + \rho_{11}(t) xy + \rho_{00}(t), \quad (43)$$

whose coefficients satisfy the ODE system generalizing (12)

$$\dot{\theta}_{20} + \theta_{20}^2 + \theta_{11}^2 - 2 \rho_{20} = 0, \quad \dot{\theta}_{11} + \theta_{11}(\theta_{20} + \theta_{02}) - \rho_{11} = 0, \quad \dot{\theta}_{02} + \theta_{02}^2 + \theta_{11}^2 - 2 \rho_{02} = 0,$$

$$\dot{\rho}_{20} + \rho_{20}(3 \theta_{20} + \theta_{02}) + \rho_{11} \theta_{11} = 0, \quad \dot{\rho}_{02} + \rho_{02}(\theta_{20} + 3 \theta_{02}) + \rho_{11} \theta_{11} = 0, \quad \dot{\rho}_{11} + 2 \rho_{11}(\theta_{20} + \theta_{02}) + 2 \theta_{11}(\rho_{20} + \rho_{02}) = 0, \quad \dot{\rho}_{00} + \rho_{00}(\theta_{20} + \theta_{02}) = 0. \quad (44)$$

An interesting direction for future investigation is the multidimensional extension of the analysis herein presented, although this is expected to be a much more delicate study (as many new behaviors seem to appear).
Figure 2: Numerical evolution of the initial condition $\psi^{(0)}(x)$ given by (41) for $\epsilon = \frac{1}{15}$ and for various choices of $\alpha_0 < 2$, where the dispersionless solution features a blow-up at fine time $t_c$. In each group of figures, the figure on the left shows the evolution of the absolute value of $\psi$ as an $(x,t)$-plot, where the dashdotted line indicates the time of the maximum $t_{\text{max}}$ and the red dashed line indicates the endpoints of the support of the corresponding dispersionless solution (24); the figure in the centre shows the initial condition in blue and the absolute value of $\psi$ at $t = t_{\text{max}}$ in black; the figure on the right shows the numerical evolution of the absolute value of $\psi$ at $x = 0$ for all values of $t$ in the range of numerical integration as a blue solid line, overlapping the analytical evolution of the corresponding dispersionless solution at $x = 0$ (namely, $\sqrt{\mu(t)}$, see (21)) as a red dashed line. It is possible to observe that, as the dispersionless semi-analytical solution features a blow-up at fine time $t_c$, the corresponding dispersive numerical solution features a local maximum at time $t_{\text{max}}$, where $t_c$ and $t_{\text{max}}$ are in excellent agreement.
Figure 3: Numerical evolution of the initial condition $\psi^{(0)}(x)$ given by (41) for $\epsilon = \frac{1}{10}$ and for various choices of $\alpha_0 < 2$, where the dispersionless solution features a blow-up at fine time $t_c$. In each group of figures, the figure on the left shows the evolution of the absolute value of $\psi$ as an $(x, t)$-plot, where the dashdotted line indicates the time of the maximum $t_{\text{max}}$ and the red dashed line indicates the endpoints of the support of the corresponding dispersionless solution (24); the figure in the centre shows the initial condition in blue and the absolute value of $\psi$ at $t = t_{\text{max}}$ in black; the figure on the right shows the numerical evolution of the absolute value of $\psi$ at $x = 0$ for all values of $t$ in the range of numerical integration as a blue solid line, overlapping the analytical evolution of the corresponding dispersionless solution at $x = 0$ (namely, $\sqrt{\mu(t)}$, see [21]) as a red dashed line. It is possible to observe that, as the dispersionless semi-analytical solution features a blow-up at fine time $t_c$, the corresponding dispersive numerical solution features a local maximum at time $t_{\text{max}}$, where $t_c$ and $t_{\text{max}}$ are in excellent agreement.
Figure 2: Magnification of the \((x,t)\)-plot around the peak for each one of the cases in Figure 2 \((\epsilon = \frac{1}{15})\), showing a rogue-wave like behaviour, with two troughs neighbouring the maximum, as in the Peregrine soliton. Subfigure indices with a prime refer to the corresponding subfigure indices without the prime, with the colour scale remaining the same.

\[ (a') \alpha_0 = -1, \epsilon = \frac{1}{15} \quad (b') \alpha_0 = -0.5, \epsilon = \frac{1}{15} \quad (c') \alpha_0 = 0, \epsilon = \frac{1}{15} \quad (d') \alpha_0 = 0.5, \epsilon = \frac{1}{15} \]

Figure 3: Magnification of the \((x,t)\)-plot around the peak for each one of the cases in Figure 3 \((\epsilon = \frac{1}{10})\), showing a rogue-wave like behaviour, with two troughs neighbouring the maximum, as in the Peregrine soliton. Subfigure indices with a prime refer to the corresponding subfigure indices without the prime, with the colour scale remaining the same.

\[ (a') \alpha_0 = -1, \epsilon = \frac{1}{10} \quad (b') \alpha_0 = -0.5, \epsilon = \frac{1}{10} \quad (c') \alpha_0 = 0, \epsilon = \frac{1}{10} \quad (d') \alpha_0 = 0.5, \epsilon = \frac{1}{10} \]

Figure 4: The catastrophe time \(t_c\) for the dispersionless solution emerging from the initial condition \((41)\) as a function of the phase \(\alpha_0 < 2\) (solid line), drawn along with the values of \(t_{\text{max}}\) against the corresponding values of \(\alpha_0\) from the numerical experiments (blue dots for \(\epsilon = \frac{1}{10}\) and red crosses for \(\epsilon = \frac{1}{15}\)). The time of the maximum \(t_{\text{max}}\) is remarkably well approximated by the time of the catastrophe \(t_c\). For \(\alpha_0 = 1\) and \(\epsilon = 0.1\), where we do not have a blue point in the plot, the oscillations propagating from the vacuum points at \(x = \pm 1\) towards the peak of the parabola in the time evolution eventually become comparable with the peak that forms under the drive of the dispersionless solution. This phenomenon might be amplified by numerical instabilities.
Figure 5: Numerical evolution of the initial condition $\psi_1^{(0)}(x)$ given by (41) for different values of $\epsilon$ and for $\alpha_0 = 4 > 2$, where the dispersionless solution undergoes asymptotic relaxation. In each group of figures, the figure on the left shows the evolution of the absolute value of $\psi$ as an $(x,t)$-plot, where the red dashed line indicates the endpoints of the support of the corresponding dispersionless solution (24); the figure in the centre shows the initial condition in blue and the absolute value of $\psi$ at $t = t_{\text{max}}$ in black; the figure on the right shows the numerical evolution of the absolute value of $\psi$ at $x = 0$ for all values of $t$ in the range of numerical integration as a blue solid line, overlapping the analytical evolution of the corresponding dispersionless solution at $x = 0$ (namely, $\sqrt{\mu(t)}$, see (21)) as a red dashed line. It is possible to observe that in the small dispersion (semiclassical) regime, the dispersionless solution accurately approximates the dispersive solution. Remarkably, even for large $\epsilon$, well outside the semiclassical regime, it is possible to predict the relaxation behaviour of the dispersive solution based on the relaxation of the dispersionless counterpart.
A Appendix: Classification of self-similar solutions for negative $\gamma_0$

<table>
<thead>
<tr>
<th>phase parameter $\alpha_0$</th>
<th>$\sigma$ range</th>
<th>Solution $t = t(\sigma)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_0 &gt; 2\sqrt{-\gamma_0}$</td>
<td>$1 &gt; \sigma &gt; 0$</td>
<td>$t = \frac{\sqrt{A+B\sigma}}{A\sigma} - \frac{\sqrt{A+B}}{A} + \frac{B}{2A^{1/2}} \log \left( \frac{\sqrt{A+B} + \sqrt{A}}{\sqrt{A+B} - \sqrt{A}} \frac{\sqrt{A+B\sigma} - \sqrt{A}}{\sqrt{A+B\sigma} + \sqrt{A}} \right)$</td>
</tr>
<tr>
<td>$\alpha_0 = 2\sqrt{-\gamma_0}$</td>
<td>$1 &gt; \sigma &gt; 0$</td>
<td>$t = \frac{1-\sigma^{3/2}}{3\sqrt{-\gamma_0}^{3/2}}$</td>
</tr>
<tr>
<td>$0 &lt; \alpha_0 &lt; 2\sqrt{-\gamma_0}$</td>
<td>$\sigma &gt; 1 - \frac{\alpha_0^2}{4</td>
<td>\gamma_0</td>
</tr>
<tr>
<td></td>
<td>$\sigma &gt; 1 - \frac{\alpha_0^2}{4</td>
<td>\gamma_0</td>
</tr>
<tr>
<td>$\alpha_0 = 0$</td>
<td>$\sigma &gt; 1$</td>
<td>$t = \frac{\sqrt{\sigma-1}}{2\sqrt{-\gamma_0}\sigma} + \frac{1}{2\sqrt{-\gamma_0}} \arctan \left( \sqrt{\sigma-1} \right)$</td>
</tr>
<tr>
<td>(see [40])</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$-2\sqrt{-\gamma_0} &lt; \alpha_0 &lt; 0$</td>
<td>$\sigma &gt; 1$</td>
<td>$t = -\frac{\sqrt{A+B\sigma}}{A\sigma} + \frac{B}{(-A)^{3/2}} \arctan \left( \frac{\sqrt{A+B\sigma}}{\sqrt{-A}} \right) + \frac{\sqrt{A+B}}{A} - \frac{B}{(-A)^{3/2}} \arctan \left( \frac{\sqrt{A+B}}{\sqrt{-A}} \right)$</td>
</tr>
<tr>
<td>$\alpha_0 = -2\sqrt{-\gamma_0}$</td>
<td>$\sigma &gt; 1$</td>
<td>$t = \frac{1-\sigma^{-3/2}}{3\sqrt{-\gamma_0}}$</td>
</tr>
<tr>
<td>$\alpha_0 &lt; -2\sqrt{-\gamma_0}$</td>
<td>$\sigma &gt; 1$</td>
<td>$t = -\frac{\sqrt{A+B\sigma}}{A\sigma} + \frac{\sqrt{A+B}}{A} - \frac{B}{2A^{1/2}} \log \left( \frac{\sqrt{A+B} + \sqrt{A}}{\sqrt{A+B} - \sqrt{A}} \frac{\sqrt{A+B\sigma} - \sqrt{A}}{\sqrt{A+B\sigma} + \sqrt{A}} \right)$</td>
</tr>
</tbody>
</table>

Table 1: $A = \alpha_0^2 + 4\gamma_0$ and $B = -4\gamma_0 > 0$. The blow-up derivative happens when $\alpha_0 < 2\sqrt{-\gamma_0}$. 
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