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A technique is developed for determining the sound
field scattered by a compact body when it is close
enough to an acoustic source to be in its near field.
Our approach is based on the fact that large regions
of many near fields may be well approximated at each
point in space by a subsonic plane wave (also called an
inhomogeneous plane wave, or an evanescent wave).
Such a wave is defined by the property that in one
direction it propagates with subsonic phase speed,
while in a perpendicular direction it has exponential
amplitude variation. Hence by defining a canonical
problem, compact scattering of a subsonic plane wave,
and solving it, we are able to give a unified analytical
treatment of many near-field scattering problems.
Our approach draws on the formulae of Rayleigh
scattering (as applied to an incident field with
complex wavenumber) and the asymptotic theory of
the wave equation. For an arbitrary three-dimensional
multipole, we determine in full detail how its subsonic
wave structure depends on the spherical harmonic
parameters (m, n), and show that our approach has a
very large region of validity.

1. Introduction
Right at the start of the classic work ‘Waves in layered
media’ (1960, 1980), the author Brekhovskikh drew
attention to the importance of the inhomogeneous plane
wave as a basic component of many acoustic fields, and
derived its main properties [1, pp. 3–5]. Principal among
these are the basic facts that in one direction, which
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is the direction of propagation, the phase speed is subsonic, whereas in a perpendicular direction,
which is the direction of evanescence, the amplitude decays exponentially with position. Thus, a
coordinate system may be chosen in which the pressure field is simply

p = p0e−lx2 cos(kx1 − ωt), (1.1)

where x1 is the propagation direction and x2 is the direction of evanescence. It may be assumed
that the constants p0, l, k and ω are positive, and that in the underlying wave equation satisfied
by (1.1), the speed of sound has the constant value c0. Thus, equation (1.1) represents a wave
with propagation speed ω/k in the x1 direction and a spatial decay rate l in the x2 direction
(or equivalently, a spatial increase at the same rate in the −x2 direction). The quantity p0 is the
amplitude of the wave in the coordinate plane x2 = 0.

Of course, the quantities k and l in this wave are not arbitrary. If we define the free-space
wavenumber corresponding to the frequency ω by k0 =ω/c0, then substitution of (1.1) into the
wave equation gives the basic relation

k2 − l2 = k2
0, (1.2)

which is simply the dispersion relation corresponding to a sound speed of c0. It follows that
l = 0 corresponds to an ordinary plane wave, with sonic phase velocity, whereas l �= 0 gives
a propagation speed that is necessarily subsonic (and we may deduce immediately that a
supersonic plane wave cannot occur).

From such a humble starting point, the research group led by L. B. Felsen in the 1970s
produced a body of work based on the observation that many complicated acoustic fields contain,
nevertheless, regions of space in which the field is locally of the simple form (1.1), subject to the
proviso that the pair (k, l) satisfying (1.2), which allows one degree of freedom, must be found as
part of the solution, and must be allowed to vary (slowly) from one position to another. Thus,
the subject became susceptible to ray-tracing within the mathematical framework of the WKB
method, and the research group solved a number of rather difficult problems by this method.
Three papers recording the results are [2–4]—in which the titles reveal a curiosity of the subject in
that the name ‘inhomogeneous wave’ is not always the most appropriate. In many problems, the
most important feature of such a wave is its exponential decay in amplitude in a certain direction,
in which case the term ‘evanescent wave’ is used; in other problems it is the propagation (in
the perpendicular direction) that is important, and the appropriate term is now ‘subsonic wave’.
In this latter case, the one degree of freedom referred to above makes possible the definition of a
dimensionless parameter which may be called the phase Mach number, and takes values between
0 and 1.

The papers [2–4] and others from the same research group have remained of interest, and are
still of value after the interval of 50 years since their publication. Yet, they display a particular
orientation. Built into the theory in these works is the assumption that the length scales 1/k and
1/l of the wave (1.1) are small compared with the other scales of variation in the formulation of
the problem, so that the background varies slowly in the spatial sense compared with the scale of
variation in the wave itself, i.e. the wavelength. However, there is a different type of problem in
acoustics, in which the length scales occurring in the specification of a problem are much shorter
than those in the wave. The prototype of such a problem is Rayleigh scattering, in which an
incident plane wave, of the ordinary sonic type, is scattered by an object of dimensions much
smaller than the incident wavelength. If this object is an impenetrable hard sphere of radius a, for
example, then in the notation above with k0 =ω/c0 and l = 0, the regime in question is k0a � 1,
and a typical result is that the scattered acoustic energy scales with (k0a)4 (see, for example, [5,
p. 376] or [6, p. 226]). More generally, and especially in aeroacoustics, one refers to scattering (or
sound generation) by a compact body, the term indicating that the body is smaller than a free
space wavelength, and hence that it is surrounded by an acoustic near field, which acts as an
intermediate layer between the body itself and the region of space (the acoustic far field) in which
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the field may be approximated by a locally plane wave, or by a superposition of a small number
of such waves, of the ordinary sonic type.

The idea behind the present paper is that a generalization of the above Rayleigh scattering
problem is available, in which the incident field is a subsonic wave of the type (1.1) rather than
an ordinary plane wave, the scatterer being of dimensions small compared with the length-scales
1/k and 1/l implicit in this wave. Such a problem is relevant to scattering by a small object in
many regions of actually occurring acoustic fields, most notably their near fields. Although the
generalization involves no more than taking the incident wavenumber to be complex in existing
formulae for Rayleigh scattering [5–9], this does not appear to have been done, and on carrying
out the details we obtained an unanticipated result. This is that although in the formulation of
the problem there is no rotation in the incident sound field or the scatterer, nevertheless the
scattered field rotates, and the rotation can be described in mathematical terms. Particularly, the
far field displays both amplitude and phase modulation in the course of its rotation. It is exactly
as if part of the scattered field is produced by a rotating (but modulated) point force. We give
a complete mathematical description of this phenomenon, including explicit formulae for both
the amplitude and phase of the modulation as functions of time. We believe that these results
are new.

The structure of the paper is as follows. In §2, the mathematical analysis of the above problem
is carried out. In §3, we give precise criteria for what it means for an incident wave field to be
well approximated by a locally subsonic wave, and we provide an ansatz, (3.1), for this wave
to be locally approximated by the representation (1.1). In §§4–6, we apply this ansatz to three
families of incident sound fields, of cylindrical, helical and three-dimensional multipole type,
and in particular, for the multipole field, we cover the complete range of spherical harmonic
parameter values (m, n), namely n ≥ 0 and 0 ≤ m ≤ n. We have taken care here to provide a full
set of numerical plots showing the fidelity of the local approximation, so that the reader has
complete information about the numerical accuracy provided by our approach as a function of
the parameters of the incident field. In this regard, figures 7 and 9 should be regarded as being
of very great importance for the work. In §7, we present conclusions and indicate the scope of
further work involving our approach, especially in relation to established numerical methods
[10,11]. Our approach applies equally to scattering by a small body situated within an edge
wave [12] or interfacial wave, but we do not give details of this case here; our focus is on near
fields.

A recurring theme throughout the paper is ‘phase capture’. In both the first half of the paper,
on the canonical scattering problem, and the second half, on the occurrence of subsonic plane
waves, our methods and formulae capture the phase with great accuracy, as well as amplitudes.
It is this feature that enables us to give such a precise description of the rotation and modulation of
the scattered field, and also show, with fully documented accuracy, that the region of a near field
which is represented accurately by a field of locally subsonic plane waves can be very extensive
indeed.

2. Rayleigh scattering of an incident subsonic wave
We now formulate and solve the canonical problem of the scattering of a subsonic acoustic wave
by a small obstacle. The scatterer is assumed to be an impenetrable hard sphere of radius a
with its centre at the origin of a Cartesian coordinate system (x1, x2, x3). Thus the surface of the
sphere is x2

1 + x2
2 + x2

3 = a2, and we denote this surface S. The incident subsonic wave is (1.1),
in which the wave parameters are positive and satisfy (1.2), but are otherwise arbitrary. Hence,
the wave propagates in the positive x1 direction, evanesces in the positive x2 direction, and is
independent of x3, so that it has the same form (1.1) in every plane perpendicular to the x3
axis.

The incident wave may also be written as the real part of p0 exp(−iωt + ik · x), where x =
(x1, x2, x3) and k denotes the complex wavevector (k, il, 0). This form is convenient because many
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formulae of wave theory apply for both real and complex wave vectors, and this gives at once ([8,
p. 56] or [9, p. 83]) the scattered field in the form

ps(x, t) � − p0

ρ0

m0

4πr
ω2

c2
0

(
1 − 3

2
k · x
k0r

)
e−iω(t−r/c0). (2.1)

Here, m0 = 4πρ0a3/3 is the mass of undisturbed fluid displaced by the sphere, and r = |x| is the
distance from the centre of the sphere to the observation point; the real part of field quantities
such as pressure is to be understood. The expression (2.1) requires that it is to be evaluated in
the far field, and also that the scatterer is compact. In relation to the parameters (k, l) of the wave
(1.1), both of which have the dimensions of the reciprocal of a length, we are therefore led to the
requirement, assumed henceforth, that

a � min(l−1, k−1) � |x|. (2.2)

In (2.1), the scattered field is the sum of a monopole and dipole part—in this respect being similar
to the field scattered by an ordinary sonic plane wave. However, what is less obvious is the rotation
of the dipole field, arising from complex k. To bring this out, let us now use the symbol ps(x, t) for
the real part only of (2.1), and write out the scattered field entirely in terms of real quantities as

ps(x, t) � − p0

ρ0

m0

4πr
ω2

c2
0

{
cosωt̃ − 3

2
c0

ω
(k x̂ · e1 cosωt̃ + l x̂ · e2 sinωt̃)

}
. (2.3)

Here, (e1, e2) are unit coordinate vectors in the (x1, x2) directions, respectively, and x̂ = x/r is the
unit vector in the x direction. We have also introduced the retarded time t̃ = t − r/c0. The rotation
is now evident from the phasing (cosωt̃, sinωt̃) of the terms in x̂ · e1 and x̂ · e2.

(a) General features of the directivity pattern
The scattered field (2.3) has a fully three-dimensional directivity pattern. To see this explicitly,
we use a spherical coordinate system (r, θ ,φ), in which θ is the polar angle measured from the
positive x3 direction (transverse to the incident velocity field), and φ is an azimuthal angle in the
(x1, x2) plane, oriented so that the positive x1 axis is φ = 0 (the incident direction of propagation)
and the positive x2 axis is φ = π/2 (the direction of evanescence). Thus in (2.3), we have

x̂ · e1 = sin θ cosφ and x̂ · e2 = sin θ sinφ. (2.4)

In what follows, we shall analyse the directivity pattern exhibited by (2.3), and it would
be possible to write all subsequent formulae in terms of θ and φ. However, we shall not do this.
The principal results we wish to emphasize are exhibited by the directivity pattern restricted to the
(x1, x2) plane, i.e. evaluated for θ = π/2, and we therefore assume this value of θ henceforth. That
is, the crucial angle is φ, for which φ = 0 represents the forward scattering direction, and φ = π the
direction of back-scatter. It should be remembered, though, how thoroughly non-axisymmetric
is the field represented by (2.3); in this respect it differs from the familiar directivity pattern of
Rayleigh scattering of an ordinary (sonic) plane wave [9, p. 83]. Quantitatively, the degree of non-
axisymmetry is represented by the dependence on θ and the fact the angle φ is not a polar angle
about the x1 axis.

(b) The phase Mach number
To represent the one degree of freedom permitted by the dispersion relation k2 − l2 = (ω/c0)2, it is
convenient to take as a parameter the phase speed ω/k of the wave (1.1), normalized by the phase
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speed c0 of an ordinary sonic wave. This gives the phase Mach number M defined by

M = ω/k
c0

= ω

c0k
, (2.5)

and we immediately obtain a number of basic relations which we shall use repeatedly, most
notably

c0k
ω

= 1
M

,
c0l
ω

= (1 − M2)1/2

M
,

(
l
k

)2
= 1 − M2. (2.6)

Since k and l are real, the range of allowed M defined by (2.5) is 0 ≤ M ≤ 1, though in formulae
with denominator M we envisage the limit M → 0 rather than put M = 0 directly.

The phase Mach number is a most useful quantity in what follows. Although defined
physically as a dimensionless measure of the propagation speed of the wave (1.1) (in the x1
direction), it serves also as a parameter to quantify the continuous variation of any property
between its value for an ordinary sonic wave (M = 1) and for a solution of Laplace’s equation
corresponding to incompressible flow (M = 0). The ‘very near field’ (also called the hydrodynamic
near field) is represented by such a solution of Laplace’s equation, and as the observation point is
moved further out, the local field at such a hypothetically moving point corresponds to increasing
values of M, up to a maximum value of M = 1, which indicates that the far field has been
reached—and then M stays at 1. Thus, the value of M is a near-field diagnostic, giving information
about the local nature of the field as a function of position. This is explicit in the examples
considered in §§4–6.

(c) The directivity function
With the relations (2.6) available, and remembering the decision to restrict ourselves to θ = π/2 in
(2.4), we find it expedient to define a directivity function D ≡ D(φ, t̃) by

D(φ, t̃) = M cosωt̃ − 3
2

(cosφ cosωt̃ + (1 − M2)1/2 sinφ sinωt̃), (2.7)

in which M is a parameter. Then, the scattered acoustic field (2.3) may be written in the form

ps(x, t) � − p0

ρ0

m0

4πr
ωk
c0

D(φ, t̃). (2.8)

In D, we give the arguments explicitly or omit them according to the emphasis required. There is
a degree of choice in the multiplicative factor to be included in the definition of D. The choice in
(2.7) is found to be convenient because of its limiting forms: the incompressible limit is simply

D(φ, t̃) → −3
2

(cosφ cosωt̃ + sinφ sinωt̃) = −3
2

cos(φ − ωt̃) (M → 0), (2.9)

whereas the sonic limit is

D(φ, t̃) →
(

1 − 3
2

cosφ
)

cosωt̃ (M → 1). (2.10)

The factor 1 − (3/2) cosφ in (2.10) agrees with the standard directivity for Rayleigh scattering of a
sonic incident wave [9, p. 83].

The directivity D in (2.8) includes complete phase and time-history information about ps(x, t);
this is needed for analysing the rotational aspect of the scattered field (as is evident already in the
term cos(φ − ωt̃) in (2.9)), but it should be borne in mind that other definitions of directivity are
in common use, many relating to energy flow rather than a linear expression in the pressure. In
the former case, an energy flow directivity would involve the square of a quantity related to our
D, and would not contain the phase information needed for our purposes.

 D
ow

nl
oa

de
d 

fr
om

 h
ttp

s:
//r

oy
al

so
ci

et
yp

ub
lis

hi
ng

.o
rg

/ o
n 

26
 J

un
e 

20
24

 



6

royalsocietypublishing.org/journal/rspa
Proc.R.Soc.A480:20230720

..........................................................

(d) The rotating modulated dipole
Let us write the directivity function (2.7) in the form

D(φ, t̃) = D0(φ, t̃) + D2(φ, t̃), (2.11)

with monopole contribution
D0(φ, t̃) = M cosωt̃, (2.12)

and dipole contribution
D2(φ, t̃) = A(t̃) cos(φ − α(t̃)), (2.13)

here written in amplitude-phase form on combining the two non-monopole terms in (2.7).
Elementary trigonometry gives the dipole amplitude

A(t̃) = 3
2

(cos2 ωt̃ + (1 − M2) sin2 ωt̃)1/2 = 3
2

(1 − M2 sin2 ωt̃)1/2 (2.14)

and the relation
tanα = (1 − M2)1/2 tanωt̃, (2.15)

to be satisfied by the phase function α(t̃). Some care is needed in unwrapping the phase from
(2.15), to ensure that the correct multiple of π is included in α to make α(t̃) a continuous function
of t̃ over the whole range −∞< t̃<∞. Suitable check values are that when

ωt̃ =
(

0,
π

2
, π ,

3π
2

, 2π
)

, (2.16)

we have
α(t̃) =

(
−π , −π

2
, 0,

π

2
, π
)

(2.17)

and

D2(φ, t̃) = 3
2

(− cosφ, −(1 − M2)1/2 sinφ, cosφ, (1 − M2)1/2 sinφ, − cosφ), (2.18)

respectively. From the definition (2.13), an arbitrary multiple of 2π may be added to α, and this
has been done in figure 1, which also includes the curves α ± π , α ± 3π , . . .. Here, the continuity
of the curves indicates that the phase has been unwrapped correctly.

At any fixed time, the expression (2.13) represents a dipole field, by virtue of the cosine
dependence, but this dipole does not have a fixed direction in space, and neither does it have
constant amplitude. Let us for the moment exclude the case M = 1, which is just the case of an
incident sonic plane wave. From figure 1, and also from (2.15), it may be seen that α increases
monotonically with time, and therefore the dipole rotates always in the anti-clockwise direction,
as viewed in the (x1, x2) plane with conventional orientation of axes. However, the rotation rate is
far from uniform: and in fact for M close to 1, the last plot in figure 1 shows that the dipole hardly
rotates at all for most of the time within its periodic cycle, but then ‘whips round’ in very short
time intervals centred on ωt̃ = 0, ±π , ±2π , . . .. This explains how it is possible that when M = 1
the field does not rotate, even though the dependence of the field on M is continuous in the whole
range 0 ≤ M ≤ 1: the last plot in the figure shows that the limiting behaviour as M → 1 is a set of
horizontal and vertical lines, in which the vertical lines have no significance, and horizontal lines
in the figure indicate a complete absence of rotation.

In summary, the dependence of α on t̃ represents phase modulation, taking a rather extreme
form as M increases towards 1, and a relatively tame form as M decreases towards 0. In this latter
regime, the nearly straight-line form of the α curves (e.g. for M = 0.1 in figure 1) indicates rotation
at an almost constant angular velocity, approaching a constant angular velocity as M → 0. From
the form of (2.13), at each time t̃, the dipole has its main axis in the directions α(t̃) and α(t̃) ±
π in the (x1, x2) plane, with direction measured anti-clockwise from the positive x1 axis, which
corresponds to α = 0. Since D2 is a signed quantity and the phase is unwrapped, the direction α(t̃),
α(t̃) ± 2π , . . . is that of the maximum of the dipole directivity function, and the direction α(t̃) ± π ,

 D
ow

nl
oa

de
d 

fr
om

 h
ttp

s:
//r

oy
al

so
ci

et
yp

ub
lis

hi
ng

.o
rg

/ o
n 

26
 J

un
e 

20
24

 



7

royalsocietypublishing.org/journal/rspa
Proc.R.Soc.A480:20230720

..........................................................

6π
M = 0.1

M = 0.9

M = 2/3

M = 0.999

4π
ω t̃

2π

0

6π

4π

–3π 0 3π –3π 0
α α

3π

ω t̃

2π

0

(a) (b)

(c) (d )

Figure 1. (a–d) Unwrapping of the phase function α defined by (2.15). Any of the curves α(t̃), α(t̃) ± 2π , . . . (solid lines)
gives the direction of themaximumof the dipole directivity functionD2 defined by (2.13), whereas any of the curvesα(t̃) ± π ,
α(t̃) ± 3π , . . . (dashed lines) gives the direction of the minimum. The origin (α, t̃)= (0, 0) is always on a dashed curve,
consistent with (2.16)–(2.17); this holds for anyM.

α(t̃) ± 3π , . . . is that of its minimum, as indicated by solid and dashed lines, respectively, in the
figure.

Turning now to the function A(t̃), we see from its definition (2.13) that this describes amplitude
modulation of the dipole. Its relatively simple form (2.14) has period π in ωt̃, revealing an
oscillatory variation between the bounds 3/2 and 3(1 − M2)1/2/2. For M close to 1, the form
of A(t̃) displays a pronounced kink (rapid change of slope) whenever sinωt̃ = ±1, i.e. for ωt̃ =
π/2,π/2 ± π ,π/2 ± 2π , . . ..

Thus the component D2(φ, t̃) of the total directivity function D(φ, t̃) represents a rotating
modulated dipole in which the modulation of both amplitude and phase may be described
completely in analytical terms. Contour plots of D and D2 are given in figures 2 and 3. For each,
the α curves of figure 1 may be thought of as providing a kind of skeleton for the fine-textured
aspects of the modulation. The monopole term D0(φ, t̃) given by (2.12) is simpler still. Given the
relevance of the directivity function D(φ, t̃) (or variants thereof) to a wide variety of near-field
and edge wave scattering problems, we feel that the description of the problem we are solving as
canonical is justified.

(e) Further details of the directivity
The contour plots in figure 2, while informative about the overall topology of the field, are not
best suited for displaying its full quantitative aspects. These are more clearly shown by taking
sections of the contour plots at a sequence of fixed times t̃, so that D(φ, t̃) is presented as a set of
functions of φ labelled by t̃ as a parameter. This has been done in figure 4, which shows also the
envelope of the curves and a number of other significant points, most notably the maxima and
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6π

0

(a)

6π

–3π

L

L H

H

0 2π –3π 0 2π

ω t̃

ω t̃

0

(c)

(b)

(d)

M = 0.1

M = 0.9

M = 2/3

M = 0.999

φ φ

Figure 2. Contour plots of the directivity function D(φ, t̃) defined by (2.7); (positive, zero, negative) values of D are represented
by (solid, dashed, dotted) lines. The pattern of positive and negative D is regular in each plot, as indicated by the symbols H
and L representing ‘high’ and ‘low’, which are to be imagined repeated throughout. Contour values are (a) ±(0, 1, 1.4, 1.5);
(b)±(0, 0.5, 0.83, 1.5); (c)±(0, 0.2, 0.49, 0.83); (d)±(0, 0.05, 0.3, 2.0). The overall pattern is of diagonal ridges and valleys,
undulating in accord with the phase curves shown in figure 1.

minima of the individual curves (as indicated by circles), and of the envelope itself (asterisks).
Although the overall impression of the plots is of symmetry about the horizontal axis D = 0, this
is illusory, because the individual directivity curves do not have this symmetry, being offset by
the value M cosωt̃, which is the first term in (2.7).

(i) The directivity envelope curves

A calculation shows that the envelope of the directivity curves is

D = ±
{(

M − 3
2

cosφ
)2

+
(

3
2

)2
(1 − M2) sin2 φ

}1/2

. (2.19)

Maxima and minima on these envelopes are always to be found where φ = 0, ±π , but for M ≥ 2/3,
there is another family (marked with asterisks), where

cosφ = 2
3M

, D = ±
√

5
2

(1 − M2)1/2. (2.20)

Equivalently

cosφ = ±2
3

(
1 + 5

4
cos2 ωt̃

)1/2
(2.21)

and

M =
(

1 + 5
4

cos2 ωt̃
)−1/2

, D = ±
√

5
2

(
1 + 4

5
sec2 ωt̃

)−1/2
, (2.22)

 D
ow

nl
oa

de
d 

fr
om

 h
ttp

s:
//r

oy
al

so
ci

et
yp

ub
lis

hi
ng

.o
rg

/ o
n 

26
 J

un
e 

20
24

 



9

royalsocietypublishing.org/journal/rspa
Proc.R.Soc.A480:20230720

..........................................................

6π

0

(a)

6π

ω t̃

ω t̃

0

(c)

–3π 0

L

HL

H

2π –3π 0
φ φ

2π
φ

M = 0.1

M = 0.9

M = 2/3

M = 0.999

(b)

(d )

Figure 3. The dipole directivity function D2(φ, t̃) defined by (2.13); legend as in figure 2. Contour values are (a)±(0, 1, 1.4, 1.5);
(b) ±(0, 0.5, 0.83, 1.1); (c) ±(0, 0.2, 0.49, 0.65); (d) ±(0, 0.07, 0.8, 1.4). Ridges and valleys no longer undulate, because the
monopole contributionM cosωt̃ is now excluded; cf. the phase curves in figure 1.

where t̃ is the parameter value for the directivity curves that touch the maxima and minima of the
envelope. Elimination of M from (2.20) gives the closed curve

D2 = 5
4

{
1 −

(
2
3

secφ
)2
}

, (2.23)

in the (φ, D) plane, which accordingly is the locus of the asterisks. This curve is shown separately
in figure 5; its highest and lowest points correspond to the transition value M = 2/3 noted above,
and are at φ = 0, D = ±5/6.

(ii) Directivity maxima and minima

Another short calculation, relating now to the individual directivity curves rather than their
envelope, shows that their maxima and minima all lie on the two curves

D = ±3
2

(1 − M2)1/2 {1 − (2M/3) cosφ}
(1 − M2 cos2 φ)1/2 . (2.24)

These curves may be obtained from (2.11) to (2.14) by first writing the maxima and minima in
parametric form with φ = α(t̃) and

D = M cosωt̃ ± A(t̃) = M cosωt̃ ± 3
2

(1 − M2 sin2 ωt̃)1/2. (2.25)

Then elimination of t̃ gives (2.24). The curves are obtained geometrically by joining up the centres
of neighbouring circles in figure 4, regarded as present for all t̃ rather than the finite set chosen.
For M not too close to 1, the curves are similar to the envelope curves, but closer to the line D = 0.
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1

0D

–1

2

1

0D

–1

–2

–π 0 π

2

1

0

–1

–2

2

1

0

–1

–2

–π 0 π

M = 0.1

M = 0.9

φ φ

M = 2/3

M = 0.999

(a) (b)

(c) (d )

Figure 4. (a–d) Directivity D as function ofφ at the sequence of fixed times t̃ given byωt̃ = (0, 1, . . . , 7)π/4. The maxima
andminima of these curves are indicated by circles, which also serve as identifiers: the top row of circles, taken from left to right,
lie on the curves forωt̃ = 0,π/4, . . ., and the final circle is a duplicate of the first, by periodicity. The asterisks, present only
for M≥ 2/3, have a dual interpretation; they are a second family of maxima and minima, both of the two envelopes of the
curves and also of the different pair of curves obtained by joining up the centres of the circles. In each plot, the former consists
of the twomagenta outer curves, while the latter consists of the two green inner curves; their tangency at the point where the
slope is zero is self-evident geometrically, and this feature is also derived analytically in (2.20) and (2.26). Note the different
vertical scales; the upper envelopes are plotted on the same scale in figure 5.

As M approaches 1, they develop sharp peaks near φ = 0, ±π , while remaining flat elsewhere; this
is evident in figure 4d. For M ≥ 2/3, they have an extra family of maxima and minima, as for the
envelope curves, and a geometric argument shows that these are the same points (marked by the
asterisks) as for the envelope curves. Analytically, we may confirm this fact from the derivative
of (2.24), which is

D′ = ±M(1 − M2)1/2 {1 − (3M/2) cosφ} sinφ
(1 − M2 cos2)3/2 . (2.26)

Here, the coefficient 2/3 in the numerator of (2.24) has become 3/2. Thus D′ = 0 when cosφ =
2/(3M), in agreement (2.20)1 arising from the different function (2.19).

(f) Fixed observation angle
In the contour plots of D(φ, t̃) shown in figure 2, we may take sections at fixed observation angle
φ, to obtain functions of t̃ that are dual to the functions of φ which we have just calculated. The
corresponding plots, with ωt̃ along the horizontal axis, are shown in figure 6. As the theory is
similar to that above, we shall merely summarize the results, in a parallel format.
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2

1

D

a

b

c

d

0
–p 0

φ
p

Figure 5. Directivity envelopes and their minima as functions of observation angleφ. The solid curves are the upper envelopes
in figure 4 as given by (2.19) with the positive sign, and the lettering matches that of figure 4. Thus curves a–d are for M=
0.1, 2/3, 0.9, 0.999, respectively. The dashed line is the locus of theminima of the envelopes asM varies; this corresponds to the
asterisks in figure 4, defined for M≥ 2/3, and given analytically by (2.23). Note that the tangency of curve b and the dashed
curve for M= 2/3 provide a check of the calculations. The corresponding envelopes as functions ofωt̃ are similar in form, as
is evident from the plots given below in figure 6 and the formulae in §2f.

1

0D

D D

–1

1

2

0

–1

–2

1

2

0

–1

–2

1

2

0

–1

–2

0 π 2π 0 π 2π
ω t̃ ω t̃

M = 0.1

M = 0.9

M = 2/3

M = 0.999

(a) (b)

(c) (d )

Figure 6. (a–d) Directivity D as function of ωt̃ at the sequence of fixed observation angles φ = (0, 1, . . . , 7)π/4 for each
value ofM; legend as in figure 4, but with interchange ofφ andωt̃, and with formulae relating to the asterisks (forM≥ 2/3)
now based on (2.28) and (2.31). Full details are in §2f, in parallel format to §2e for the fixed t̃ curves.
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(i) Fixed-angle envelope curves

Vertical asymmetry of the envelope in figure 6 is evident (in contrast to the symmetry of the
envelope in figure 4), but nevertheless the individual directivity curves in figure 6 extend as far
above the line D = 0 as below, as there is no vertical offset. The envelope curves have the equation

D = M cosωt̃ ± 3
2

(1 − M2 sin2 ωt̃)1/2, (2.27)

and the maxima and minima marked by asterisks have coordinates (t̃, D) where

cosωt̃ = −2(1 − M2)1/2
√

5M
and D = ±

√
5

2
(1 − M2)1/2. (2.28)

Equivalently,

cosωt̃ = ±3
5
{cos2 φ − (2/3)2}1/2 (2.29)

and

M = ±2
3

secφ, D = ±
√

5
2

{
1 −

(
2
3

secφ
)2
}1/2

. (2.30)

Recall that the asterisk family exists only for M ≥ 2/3.

(ii) Fixed angle maxima and minima

Turning now to the individual curves, rather than the envelope, we find that their maxima and
minima, marked by circles in figure 6, lie on the curves

D = (1 − M2)
M cosωt̃ ± 3

2

(
1 + 5M2

9(1−M2) sin2 ωt̃
)1/2

1 − M2 cos2 ωt̃
. (2.31)

These curves, like others we have come across, have an extra family of maxima and minima
for M ≥ 2/3, at the same positions as for the envelope curves (2.27). Again, this is geometrically
evident, but we have also checked it by differentiation of (2.31). The resulting expression is too
long to be given here, but the derivative is in fact zero when (2.28)1 is satisfied. This confirms the
identity of these extra stationary points for the curves specified by the different equations (2.27)
and (2.31).

3. Subsonic waves and asymptotic approximations
In order to apply the above results, we need to determine regions of space in which an incident
wavefield is well approximated by a locally subsonic wave. This involves finding, for each
point in such a region, the corresponding wave parameters (k, l) in the representation (1.1),
along with the associated local coordinate system (x1, x2, x3). We have carried this out for three
families of incident wavefields, which in increasing order of complexity are of cylindrical,
helical and three-dimensional multipole type. These incident fields are defined globally, in the
appropriate separable coordinate system, and so have known analytical forms. In particular, a
three-dimensional multipole involves an associated Legendre polynomial, labelled by two integer
parameters (m, n), and we analyse such multipole fields for the complete range of parameter
values, namely n ≥ 0 and 0 ≤ m ≤ n.

In what follows, our emphasis is on detailed mathematical derivations. Readers whose main
interest is in the results will find the most important of these by looking ahead to (4.6)–(4.7) for
cylindrical waves; (5.3)–(5.4) for helical waves; and, in the case of three-dimensional multipoles,
(6.11)–(6.13) along with (6.15)–(6.16) for (equatorial, near) waves; (6.21)–(6.22) for (polar, near)
waves; (6.24)–(6.25) for (polar, far) waves; and (6.27)–(6.28) for (equatorial, far) waves. For all of
these, the local coordinate system is determined explicitly by (3.5), and the phase Mach number
is presented as a function of position.
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The term ‘well approximated’ will be used in a precise sense involving two criteria that we
insist must both be satisfied simultaneously. The first is that the mathematical expression for
the locally subsonic wave must arise from an asymptotic approximation in which the leading
term gives a wave of the form (1.1) for which the dispersion relation (1.2) is satisfied exactly.
This criterion is mathematical, but the second is practical: on a conventional plot, we regard the
exact waveform as well approximated only at points where the exact and approximate curves are
indistinguishable or nearly so. Despite the strictness of this latter criterion, especially in relation to
the phase, we find that the size of the well-approximated region is much larger than might be
expected—a consequence of the particular asymptotic approximations that we use. These are of
a type that may be called ‘phase capturing’, in that they represent the phase to extremely high
accuracy over a very extended region.

Although the examples are for rotating fields, we should point out that a non-rotating field
may be regarded as a circumferential standing wave, i.e. a superposition of two sound fields
rotating in opposite directions. That is, a factor such as e−iωt cos mφ may be written as half the
sum of e−i(ωt±mφ), corresponding to clockwise and anti-clockwise rotation, and the total scattered
field is then obtained by summation at the end.

(a) Regions of locally plane waves
The method we adopt to find regions of locally plane waves is to use asymptotic approximations
to the incident pressure field of the form

p̃(x̃, t) � P0e−iωt eΦL(x̃)+iΦK(x̃), (3.1)

where (ΦL(x̃),ΦK(x̃)) are rapidly varying functions. This has the precise meaning that (ΦL,ΦK)
also depend on parameters that are formally taken to be large. These parameters are specified
explicitly in each case. The quantity P0 is a slowly varying function of x̃ and is in general complex.

The functions (ΦL,ΦK) must satisfy two conditions. The first is a condition on their gradients,
(∇ΦL, ∇ΦK), which must satisfy

|∇ΦK|2 − |∇ΦL|2 =
(
ω

c0

)2
= k2

0 and ∇ΦK · ∇ΦL = 0. (3.2)

This condition implies that the local behaviour of (3.1) is that of a plane wave of the form (1.1)
where

l = |∇ΦL| and k = |∇ΦK|, (3.3)

and the local coordinates (x1, x2) in (1.1) correspond to axis directions (∇ΦK, −∇ΦL). The third
coordinate x3 is such that (x1, x2, x3) form a right-handed coordinate system, and so the x3
direction is that of the vector product ∇ΦK × (−∇ΦL). This first condition is the mathematical
expression of the first criterion just given. The second condition concerns the values of (ΦL,ΦK),
and also of P0, rather than their gradients, and is that when (3.1) is used to approximate the exact
incident field, it satisfies the second criterion we gave, that the exact and approximate waveforms
are indistinguishable or nearly so on a conventional plot.

The relations (3.3) for (l, k) follow from a local Taylor expansion of the rapidly varying terms
in (3.1). If we evaluate these terms at x̃ + δx̃ rather than x̃, the terms linear in δx̃ are

δx̃ · ∇ΦL + i δx̃ · ∇ΦK (3.4)

and we may put

∇ΦL = −l e2 and ∇ΦK = k e1, (3.5)

where (e1, e2) are the first two unit coordinate vectors in a local coordinate system (x1, x2, x3) with
origin at x̃. Let us also put P0 = |P0|eiα , so that α is the phase of P0; both |P0| and α depend slowly
on x̃. Then, the incident pressure field, evaluated at x̃ + δx̃ and with local linearization of the
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rapidly varying terms, takes the form

p̃ � |P0| eiαe−iωt eΦL(x̃)+iΦK(x̃)e−lx2+ikx1 , (3.6)

in the local coordinate system. Here, x̃ is regarded as fixed, and the terms in (x1, x2) give the
dependence of the pressure on position in the neighbourhood of x̃. If we change the time origin
by defining t′ = t − (α +ΦK)/ω, and take the real part of (3.6), the result is

Re(p̃) � |P0|eΦL e−lx2 cos(kx1 − ωt′). (3.7)

This is of the form (1.1) with p0 = |P0| eΦL and with t′ for t, so that we have justified the expressions
for l and k given in (3.3), and their relation to local axes defined by (3.5). The phase Mach number
M is given in terms of l or k by any of the relations (2.6).

4. A cylindrical sound field
Turning now to our first example, we consider a rotating sound field of a type that is basic in the
theory of aircraft noise, for example [13]. This is the pressure field given in cylindrical coordinates
(r̃, φ̃, z̃) by

p̃ = p̃0 e−i(ωt−mφ̃) Jm

(
ωr̃
c0

)
, (4.1)

where m is a positive integer, formally regarded as large. The field is defined throughout three-
dimensional space, but does not depend on z̃. Although (4.1) contains the Bessel function Jm, we
could equally take Ym or H(1)

m , for example, with only minor changes in what follows. The last of
these is defined by H(1)

m = Jm + iYm. The choice Jm is appropriate to many studies of aeroengine
noise, and H(1)

m is needed for a field satisfying a far-field radiation condition with time dependence
e−iωt. We imagine that a small scatterer is placed in the incident field (4.1).

The combination ωt − mφ̃ in (4.1) shows that the field is rotating; if this term is thought of as
representing a solid-body rotation at angular rotation rate ω/m, we may define a sonic radius

r̃0 = mc0

ω
= m

k0
, (4.2)

at which the azimuthal motion is at the speed of sound c0. Thus the Bessel function in (4.1) may
be written in the alternative form Jm(mr̃/r̃0), showing that the transition from ‘argument less than
order’ to ‘argument greater than order’ occurs at r̃ = r̃0, i.e. at the sonic radius. For cylindrical
fields, we use the sonic radius as the boundary between the near and far field, so that the near
field is defined as the region within the ‘sonic cylinder’ r̃< r̃0 centred on the z̃ axis, and the far
field is the region outside this cylinder.

(a) Near-field asymptotics of cylindrical field
The asymptotic approximation we use for the Bessel function Jm(x) when m> 0 and 0< x<m is

Jm(x) � 1
(2π )1/2

eχn(x)

(x2
0 − x2)1/4

(m> 0), (4.3)

where

x0 = m, χn(x) = (x2
0 − x2)1/2 − x0 ln

(
x0 + (x2

0 − x2)1/2

x

)
, (4.4)

and the derivative of χn, needed for the gradients in (3.2), is

dχn

dx
= (x2

0 − x2)1/2

x
. (4.5)

Note that χn is negative, but its derivative is positive. The subscript n refers to the near field. This
is the Debye approximation given in [14, §10.19ii], written in different variables. Throughout the
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paper, we use x as a generic argument for defining a function, and indicate the boundary between
different types of approximation by the subscript 0. Here, the domain of (4.3) is 0< x< x0 with
x0 = m. Such a point as x0 is a turning point in the underlying differential equation for Jm(x),
namely Bessel’s equation of order m [15].

With the aid of (4.3) evaluated at x =ωr̃/c0 = mr̃/r̃0, we find that the asymptotic approximation
to the near field of (4.1) is of the form (3.1) with

P0 = p̃0

(2πm)1/2
1

{1 − (r̃/r̃0)2}1/4 , ΦL = χn

(
mr̃
r̃0

)
, ΦK = mφ̃. (4.6)

The gradient relations (3.2) now follow at once, so that we have verified the first of the conditions
in §3a for the near field of (4.1) to be a region of locally subsonic plane waves. In particular, the
wave parameters are

l = ∂ΦL

∂ r̃
= m {1 − (r̃/r̃0)2}1/2

r̃
and k = 1

r̃
∂ΦK

∂φ̃
= m

r̃
. (4.7)

Since m is formally large, these expressions confirm that the exponential term in (3.1) is rapidly
varying. In the local coordinate system, e1 is in the direction of increasing φ̃, and e2 is in the
direction of decreasing r̃; this corresponds to the fact that the field (4.1) is rotating in the anti-
clockwise direction (as conventionally represented in polar coordinates), and the value of the
Bessel function decreases towards the origin. From (2.6), the phase Mach number is M = r̃/r̃0.
This is simply the radial position scaled with the sonic radius, a fact that is geometrically evident
from the rotation of the field.

(b) Numerical accuracy of Bessel function approximations
We have just seen that use of approximation (4.3) to the Bessel function in (4.1) gives a field
of locally subsonic plane waves in the sonic cylinder r̃< r̃0 according to the first criterion in
§3. But what about the second criterion, that the exact and approximate waveforms should
be indistinguishable or nearly so on a conventional plot? To answer this question requires us
to produce a series of plots of Jm(x) for a number of values of m, and superpose on each the
approximation (4.3) to determine, for each m, the range of x for which it is accurate.

As we shall later need the corresponding approximations for x>m and also for Ym and H(1)
m ,

we present them now, and discuss their level of accuracy together, since this has a consistent
pattern as revealed in figure 7. The approximation for Jm(x) when m ≥ 0 and x>m is

Jm(x) �
(

2
π

)1/2 cos{ψf(x) − π/4}
(x2 − x2

0)1/4
(m ≥ 0), (4.8)

where
x0 = m, ψf(x) = (x2 − x2

0)1/2 − x0 cos−1
(x0

x

)
, (4.9)

and the subscript f refers to the far field. The derivative of ψf needed for gradients is

dψf

dx
= (x2 − x2

0)1/2

x
. (4.10)

Both ψf and its derivative are positive. The corresponding far-field approximations to Ym(x) and
H(1)

m (x) in the region x>m ≥ 0, are of the same form as (4.8) but with sin(ψf − π/4) and exp{i(ψf −
π/4)} instead of cos(ψf − π/4). The near-field approximation to Ym(x) for m> 0 and 0<m< x is

Ym(x) � −
(

2
π

)1/2 e−χn(x)

(x2
0 − x2)1/4

(m> 0), (4.11)

with x0 = m and χn(x) as defined in (4.4). Recall that χn is negative, but its derivative is positive.
All these approximations are of the Debye type as given in [14, §10.19ii], after a change of variable.
Symbols in ψ represent angles, whereas symbols in χ represent terms appearing in the logarithm
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Figure 7. (a–f ) Bessel functions Jm(x) and Ym(x) for a range of values ofm; solid lines are the exact curves, and dashed lines are
the asymptotic approximations defined in §4a,b. The vertical dotted line is at the turning point x = x0 = m. Note the similarity
of the plots, and the high accuracy of the approximations except near the turning point, even for smallm.

of an amplitude. The near-field approximation to H(1)
m = Jm + iYm is obtained by combining (4.3)

and (4.11) for the near fields of Jm and Ym separately. Since m is formally large and χn is negative,
it follows that Jm is exponentially smaller than Ym here, and so in the near field we may take
H(1)

m � iYm with Ym approximated by (4.11).
Figure 7 plots Jm and Ym for m = 0, 1/2, 1, 2, 8, 16 and superposes the approximations as dashed

lines. The turning point x = m is marked by the vertical dotted red line; this is not marked for
m = 0 because there is then no turning point, so that (4.3) and (4.11) no longer apply (i.e. there
is no near field for m = 0). Both Jm and Ym are well approximated by the asymptotic formulae
everywhere except within about a quarter wave of the turning point—a remark that holds good
independently of m, and in particular is true for m = 0. At first sight, this appears to contradict
the usual statement that the Debye formulae are large-m approximations. In reality, there is no
contradiction. The asymptotic theory shows that a large value of m is a sufficient condition for
the validity of the approximations, but this alone does not address the question of whether such a
condition is necessary. The plots show that this depends on the value of x, a matter made explicit
in our display of functions of x at fixed m, rather than functions of m at fixed x.

That part of Jm to the left of the turning point in the plots corresponds to the subsonic waves
forming the near field of (4.1). The part to the right corresponds to ordinary sonic waves in the
far field. In the theory we are presenting, the boundary between the near field and the far field
is quite sharp (two one-quarter waves), but of course not completely so. We do not give further
details, as the subject is covered by the theory of the Airy function which provides a uniform
approximation about the turning point in a local m1/3 scaling [15]. A point to emphasize is that
for our purposes we prefer non-uniform approximations, of the Debye type, because these give
subsonic and sonic plane waves explicitly. We do not wish to ‘improve’ the approximations to
make them uniform, because this would introduce corrections that are not of plane wave type,
and so hide the plane wave structure we are interested in.

Returning now to (4.6), the relevant plots in figure 7 are (c)–(f ), for m = 1, 2, 8, 16. The turning
point x = m at the vertical dashed line is equivalent to the boundary r̃ = r̃0 of the sonic cylinder,
and approximation (4.3) is the dashed red curve in the upper left in each case. It can be seen in
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the figure that the near field of Jm(x) is well approximated by (4.3) except when x approaches the
turning point, equivalent to r̃ approaching the sonic cylinder. Thus subsonic waves are present
everywhere within the sonic cylinder apart from within a quarter wave of the sonic radius, and
the results of §2 are applicable for scatterers in this region. The plots give full quantitative details,
because x = mr̃/r̃0.

5. A helical sound field
In fully three-dimensional problems, a rotating sound field is often of helical type, rather than
being essentially planar, and then (4.1) is replaced by

p̃ = p̃0 e−i(ωt−mφ̃−kzz̃) Jm

(
mr̃
r̃1

)
, (5.1)

where kz and r̃1 are taken to be positive and related via the dispersion relation

k2
z +

(
m
r̃1

)2
=
(
ω

c0

)2
= k2

0, (5.2)

but are otherwise arbitrary. The boundary between the near and far field is at r̃ = r̃1, which may
be thought of as defined by (5.2), and the asymptotic approximation to the near field is of the form
(3.1) with

P0 = p̃0

(2πm)1/2
1

{1 − (r̃/r̃1)2}1/4 , ΦL = χn

(
mr̃
r̃1

)
, ΦK = kzz̃ + mφ̃. (5.3)

With the aid of the dispersion relation (5.2), the gradient relations (3.2) now follow, so that the
near field of (5.1) is a region of locally subsonic plane waves. The wave parameters are

l = ∂ΦL

∂ r̃
= m {1 − (r̃/r̃1)2}1/2

r̃
and k = |∇ΦK| =

{(m
r̃

)2
+ k2

z

}1/2
. (5.4)

In the local coordinate system, (3.5) shows that e1 has components (m/(kr), kz/k) in the directions
of increasing (φ̃, z̃), corresponding to the anti-clockwise helical motion represented by (5.1), and
e2 is in the direction of decreasing r̃, corresponding to the decrease in amplitude of the Bessel
function towards the z̃ axis. From (2.6) and the dispersion relation (5.2), the phase Mach number
M satisfies

1
M2 = 1 + m2{1 − (r̃/r̃1)2}

(ωr̃/c0)2 , (5.5)

from which it follows that M< 1 in the near-field cylinder r̃< r̃1, as expected. The accuracy of
the near-field approximation based on (5.3) is as for the cylindrical sound field in §4, but with
r̃1 instead of r̃0, and with x = mr̃/r̃1 in the plots shown in figure 7. It may be checked that all the
formulae of this section reduce to those in §4a when kz = 0, because r̃1 = r̃0 in this case, from the
dispersion relation (5.2). In particular, (5.5) then simplifies to M = r̃/r̃0, as before.

6. Fields of three-dimensional multipole type
A typical multipole wave field in three dimensions may be written

p̃ = p̃0 e−i(ωt−mφ̃) Pm
n (cos θ̃ ) h(1)

n

(
ωR̃
c0

)
, (6.1)

in a spherical coordinate system (R̃, θ̃ , φ̃) with polar angle θ̃ and azimuthal angle φ̃. Here, Pm
n is

the associated Legendre polynomial of degree n and order m, these taken to be positive integers
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or zero with m ≤ n, and h(1)
n is the spherical Hankel function defined by

h(1)
n (x) =

( π
2x

)1/2
H(1)

n+1/2(x). (6.2)

We sometimes omit the qualifier ‘associated’, and regard the term Legendre polynomial as
referring implicitly to an associated Legendre polynomial. The definition of Pm

n is taken to be
that in [14], which differs by a factor of (−1)m from that in [7].

Many variants of (6.1) arise in applications, involving the other family of Legendre
polynomials Qm

n or the other spherical Hankel and Bessel functions h(2)
n , jn and yn, depending

on the radiation and boundary conditions appropriate to the problem at hand. Our remarks
apply to all such three-dimensional multipoles, but for definiteness we shall concentrate on (6.1).
As a notational convenience, we regard the polar coordinates as corresponding to a Cartesian
system (x̃, ỹ, z̃) in the usual way, so that the polar axis θ̃ = 0 is the positive z̃ axis, the horizontal
plane θ̃ = π/2 is the (x̃, ỹ) plane (i.e. z̃ = 0) and the half-plane φ̃ = 0 is the meridional half-
plane (x̃, z̃) with x̃ ≥ 0. In addition, we have available the cylindrical coordinates (r̃, φ̃, z̃), where
r̃ = (x̃2 + ỹ2)1/2 = R̃ sin θ̃ .

(a) Preliminary example of a multipole field
To fix ideas, let us take n = 16, m = 8, and plot the real part of (6.1) in the three coordinate surfaces
corresponding to the cylindrical system, namely the meridional half-plane φ̃ = 0, the horizontal
plane z̃ = 0 and cylindrical surfaces of fixed r̃. This is done in figure 8, in length units of the sonic
radius r̃0 = mc0/ω= m/k0 as defined in (4.2), in the form of contour plots of the real part of p̃. In
regard to the meridional plot, figure 8a, we should point out that whichever meridional half-plane
is chosen (i.e. whichever value of φ̃), the corresponding plot always has the same general form
as that shown, but with different phase. Taking the sections in figure 8 as a whole, it can be seen
that the alternating regions of high and low pressure in the near field are arranged rather like the
segments of an orange, with a transition zone forming its peel. The meridional boundaries of the
near-field segments are almost planar, as indicated by the set of straight spoke-like contours in
figure 8b, and by the straight vertical contours in figure 8c; this is perhaps surprising in a rotating
wave field. Related figures for m = n are in [16,17].

(b) Asymptotics of associated Legendre polynomials
Our aim now is to find regions of space in which the multipole (6.1) may be approximated by a
subsonic wave of the form (3.1) in which ΦL(x̃) and ΦK(x̃) satisfy the gradient relations (3.2). This
requires the use of asymptotic approximations to the associated Legendre polynomials, and we
now present these in a way that emphasizes their similarity of structure to those given earlier for
the Bessel functions.

Corresponding to the trigonometric form (4.8), we have the asymptotic approximation, for n
and m formally large,

Pm
n (x) �

(
2
π

)1/2
anm

cos{ψe(x) + π/4}
(x̂2

0 − x2)1/4
(m> 0; 0 ≤ x< x̂0), (6.3)

where

x̂0 = (N2 − m2)1/2

N
, ψe(x) = −N cos−1

(
x
x̂0

)
+ m cos−1

(
x/(1 − x2)1/2

x̂0/(1 − x̂2
0)1/2

)
, (6.4)

and N = n + 1/2. The subscript e on the angular variable ψe stands for ‘equatorial’, a notation
which reflects the fact that (6.3) is suitable for a region surrounding the equatorial plane θ̃ = π/2
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Figure 8. Three-dimensional multipole pressure field: real part of (6.1) for (n,m)= (16, 8), plotted in length units of the sonic
radius r0 = mc0/ω= m/k0. Sections are (a) φ̃ = 0; (b) z̃ = 0; (c) r̃ = 1/2, i.e. half the sonic radius; and (d) r̃ = 1, i.e. the
sonic radius. (Solid, dotted) curves indicate (positive, negative) pressures; the symbolsHandL represent ‘high’ and ‘low’. Contour
values are omitted, as the three-dimensional pressure pattern is already clear. The dotted straight lines in (a,c,d) mark the
intersections of the plotting surfaces with the cone θ̃ = θ̃0 = sin−1(m/N), where N = n + 1/2= 16.5. The dotted circle in
(b) is the intersection of the equatorial plane z̃ = 0 with the sonic cylinder (r̃ = 1 in the length units used). In (a), the implied
dependence on θ̃ at fixed R̃may be compared with the dependence on x in plot (k) of figure 9; but note the stretching of the x
scale required near the polar region x = 1, by virtue of the relation x = cos θ̃ (for whichdx/dθ̃ = 0 at θ̃ = 0).

in the spherical coordinates we are using. The amplitude factor anm is defined by

anm = (−1)m (n + m)!
n!

NN− 1
2

{(N − m)N−m (N + m)N+m}1/2 . (6.5)

By means of Stirling’s approximation, this factor may be rewritten to high accuracy in terms of
gamma functions as

anm � (−1)m (n + m)!
n!

1
(N2 − m2)1/4

Γ (N)
{Γ (N − m)Γ (N + m)}1/2 gnm, (6.6)

where gnm is a correction factor defined by

gnm = {(1 + 1/(12(N − m)))(1 + 1/(12(N + m)))}1/2

1 + 1/(12N)
. (6.7)

Approximation (6.3) is a special case of the asymptotic formula for the Jacobi polynomials derived
in [18]; the amplitude factor and its gamma function form (without the correction term) are given
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there explicitly for an arbitrary Jacobi polynomial, and in obtaining ψe from [18], we have used
common trigonometric identities. These require some care in keeping track of the correct choice
of the phase.

Corresponding to the exponential form (4.3), we have

Pm
n (x) � 1

(2π )1/2 anm
eχp(x)

(x2 − x̂2
0)1/4

(m ≥ 0; x̂0 < x ≤ 1), (6.8)

where

χp(x) = 1
2

N ln

(
x + (x2 − x̂2

0)1/2

x − (x2 − x̂2
0)1/2

)
− 1

2
m ln

(
x + [(x2 − x̂2

0)/(1 − x̂2
0)]1/2

x − [(x2 − x̂2
0)/(1 − x̂2

0)]1/2

)
, (6.9)

and anm is given as before by (6.5)–(6.6). The subscript p on χp stands for ‘polar’, reflecting the
fact that (6.8) is suitable for a region surrounding θ̃ = 0. As earlier, a symbol involving χ is for a
logarithmic measure of amplitude dependence, whereas a symbol involving ψ is for a phase. In
all, we have defined χp and ψe (polar and equatorial) for associated Legendre polynomials, but
χn and ψf (near-field and far-field) for Bessel functions.

The simplest way to obtain (6.8) is by analytic continuation from (6.3), in the same way
that the Debye approximation (4.3) in χn may be obtained by analytic continuation from the
corresponding form (4.8) in ψf; and indeed, the formal similarity between the two pairs of
formulae is evident. Alternatively, (6.8) may be obtained by the method of [18], allowing for the
different position of the saddle points when x> x̂0 compared with x< x̂0, after a coalescence at
the turning point x = x̂0.

Instead of (4.10) and (4.5), we have

dψe

dx
= N(x̂2

0 − x2)1/2

1 − x2 and
dχp

dx
= −N(x2 − x̂2

0)1/2

1 − x2 . (6.10)

The extra factor N arises because the associated Legendre polynomials are defined in a bounded
range of x, but the Bessel functions in an unbounded range. This also explains the extra factors N
and m in (6.4) and (6.9) when compared with (4.4) and (4.9).

(c) Numerical accuracy of the asymptotic formulae
In plots, we apply a normalizing factor {(N/(2π ))(n − m)!/(n + m)!}1/2 to Pm

n (x) and write the
resulting scaled form as P̃m

n (x). The same factor is applied to the asymptotic approximations
superposed on plots. Figure 9 gives these plots for n = 1, 2, 8 and 16 and a range of m, including
the extreme values m = 0 and m = n in each case. The accuracy of the approximations as a
function of x has the same form as for the Bessel function plots in figure 7. That is, the accuracy
is high except within a quarter wave of the turning point, now at x = x̂0 = m/N = m/(n + 1/2)
marked with a vertical dotted red line. For all parameter values, either (6.5) or (6.6) may be
used for the amplitude factor anm, as the resulting approximations (dashed lines in the plots)
are indistinguishable. If the correction factor gnm in (6.7) is omitted from approximation (6.6) for
anm, there is some loss of accuracy, but this is small, and for many purposes gnm could be omitted
for all n and m.

The multipole (6.1) contains Pm
n (cos θ̃ ), where θ̃ is the polar angle; thus the turning-point

x = x̂0 = (N2 − m2)1/2/N as given in (6.4) corresponds to θ̃ = θ̃0 = sin−1(m/N). For simplicity, we
restrict ourselves to the Northern Hemisphere 0 ≤ θ̃ ≤ π/2, and then a natural terminology is that
the range 0 ≤ θ̃ < θ̃0 is the polar region, and θ̃0 < θ̃ ≤ π/2 is the equatorial region, corresponding
x̂0 < x ≤ 1 and 0 ≤ x< x̂0, respectively. This is consistent with our use of χp and ψe in (6.8)
and (6.3), which represent exponential decay to the right in the plots (towards the pole) and
oscillation on the left (throughout the equatorial region), in agreement with the known behaviour
of spherical harmonics.
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Figure 9. (a–l) Associated Legendre polynomials in the scaled form P̃mn (x) defined in §6c, for a range of values of n and m.
The solid lines are the exact curves, and the dashed lines are the approximations in §6b with anm in the form (6.5) or (6.6) (this
makes no visible difference). The vertical dotted line is at the turning point x = x̂0 = (N2 − m2)1/2/N, where N = n + 1/2.
The accuracy of the approximations is similar to that in figure 7 for Bessel functions.With the change of variable x = cos θ̃ , plot
(k) gives the θ̃ dependence at fixed R̃ as displayed in plot (a) of figure 8; the parameter values (n,m)= (16, 8) are the same. In
the variable θ̃ , plot (k) is considerably stretched near x = 1, as we noted.

(d) Regions of locally plane waves for a three-dimensional multipole
Our task now is to determine in which regions of space a three-dimensional multipole field is
well approximated by a field of locally subsonic plane waves. By the criteria in §3, this requires
that the approximating waves satisfy the dispersion relation (1.2), and also that on a conventional
plot the exact and approximate waveforms are indistinguishable or nearly so.

How can we find such a field of waves? The method is that of §4. Thus in (6.1) we approximate
Pm

n (cos θ̃ ) by the formulae of §6b evaluated at x = cos θ̃ , and h(1)
n (ωR̃/c0) by the formulae of §4b

evaluated at x =ωR̃/c0. The latter involve H(1)
n+1/2, by (6.2). Because of the transition at θ̃ = θ̃0

where sin θ̃0 = m/(n + 1/2), and, independently, at ωR̃/c0 = n + 1/2, we must consider four cases
in total, which define four types of region in three-dimensional space. Equatorial and polar
regions have already been defined for the Legendre polynomials, and similarly near field and
far field for Bessel functions; hence we may use the terms (equatorial, near), (polar, near), (polar,
far) and (equatorial, far), to refer to the four types of three-dimensional region. We shall shortly
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deal with these in turn. The pairs of terms that arise in the four cases are

(ψe,χn), (χp,χn) and (χp,ψf), (ψe,ψf), (6.11)

in which the first term in each pair is evaluated at cos θ̃ , and the second at ωR̃/c0, and the
definitions of the functions ψe,χp,χn,ψf are as given in (6.4), (6.9), (4.4) and (4.9). These give
the partial derivatives

1

R̃

∂ψe

∂θ̃
= −N(cos2 θ̃0 − cos2 θ̃ )1/2

R̃ sin θ̃
,

1

R̃

∂χp

∂θ̃
= N(cos2 θ̃ − cos2 θ̃0)1/2

R̃ sin θ̃
(6.12)

and
∂χn

∂R̃
= {N2 − (ωR̃/c0)2}1/2

R̃
,

∂ψf

∂R̃
= {(ωR̃/c0)2 − N2}1/2

R̃
, (6.13)

from (6.10) with x̂0 = cos θ̃0 and (4.10) with x0 = n + 1/2 = N. Recall our convention that
ψ-quantities represent angles, and χ -quantities represent terms in logarithms of amplitudes—
even though ψf here depends on R̃ rather than θ̃ , and χp depends on θ̃ rather than R̃. The
quantities in (6.11)–(6.13) are real, because the domains of the functions are such that the
square roots are of positive quantities. Recall also that for simplicity, we provide formulae for
the Northern Hemisphere θ̃ ≤ π/2; these extend to the Southern Hemisphere by the symmetry
relation Pm

n (−x) = (−1)n−mPm
n (x), in which the transformation x 
→ −x corresponds to θ̃ 
→ π − θ̃ .

In making general remarks about the full three-dimensional geometry of the multipole, we
assume that formulae have been extended in this way.

(i) The (equatorial, near) region

With the aid of (6.3) and (4.3), we find that in the (equatorial, near) region, the asymptotic
approximation to the multipole (6.1) is the sum of two terms of the form

p̃(R̃, θ̃ , φ̃) � P±
0 e−iωt eΦL+iΦ±

K , (6.14)

where P±
0 are slowly varying and

ΦL = −χn

(
ωR̃
c0

)
and Φ±

K = ± ψe(cos θ̃ ) + mφ. (6.15)

The separate terms Φ±
K come from writing the standing wave cos(ψe + π/4) in (6.3) as half of the

sum of the two travelling waves e±i(ψe+π/4) in the normal way, and P±
0 are obtained as products

of terms which do not contain ψe and χn.
The partial derivatives in (6.12) and (6.13) determine the gradients

∇ΦL =
(

−∂χn

∂R̃
, 0, 0

)
, ∇Φ±

K =
(

0, ± 1

R̃

∂ψe

∂θ̃
,

m

R̃ sin θ̃

)
, (6.16)

and a short calculation gives

|∇Φ±
K |2 − |∇ΦL|2 =

(
ω

c0

)2
= k2

0, ∇Φ±
K ·∇ΦL = 0. (6.17)

Hence the local behaviour of (6.14) in the (equatorial, near) region is that of the sum of two
subsonic waves of the form (1.1) with

l = |∇ΦL|, k = |∇Φ+
K | = |∇Φ−

K |, (6.18)

and local axes (x1, x2) in the directions of (∇Φ±
K , −∇ΦL). The vectors ∇Φ±

K have no component
in the R̃ direction, so that the subsonic waves propagate at right angles to the radius vector. The
local phase Mach number is given by any of the relations (2.6) between k, l and M, and then (6.18)
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with (6.16) gives

M = ωR̃/c0

N
. (6.19)

This always gives M< 1, because the definition of the near field is ωR̃/c0 <N.

(ii) The (polar, near) region

In the (polar, near) region, we obtain similarly the approximation

p̃(R̃, θ̃ , φ̃) � P0 e−iωt eΦL+iΦK , (6.20)

where P0 is slowly varying and now

ΦL = χp(cos θ̃ ) − χn

(
ωR̃
c0

)
and ΦK = mφ. (6.21)

These give

∇ΦL =
(

−∂χn

∂R̃
,

1

R̃

∂χp

∂θ̃
, 0
)

and ∇ΦK =
(

0, 0,
m

R̃ sin θ̃

)
, (6.22)

and a short check shows that these satisfy the locally subsonic plane wave conditions analogous
to (6.17)–(6.18), but with

M = (ωR̃/c0) sin θ̃
m

. (6.23)

Since ωR̃/c0 <N and sin θ̃ <m/N in the region we are considering, this gives M< 1 throughout,
as expected. As in the previous case, the subsonic wave propagates at right angles to the radius
vector, because the R̃ component of ∇ΦK in (6.22) is zero.

(iii) The (polar, far) region

In the (polar, far) region, the analysis is similar, but with

ΦL = χp(cos θ̃ ), ΦK =ψf

(
ωR̃
c0

)
+ mφ (6.24)

and

∇ΦL =
(

0,
1

R̃

∂χp

∂θ̃
, 0
)

, ∇ΦK =
(
∂ψf

∂R̃
, 0,

m

R̃ sin θ̃

)
. (6.25)

These satisfy the subsonic plane wave conditions (3.2). The field in this region is striking in being
essentially of near-field type, in that the waves within it are entirely subsonic, yet geometrically
the region is exterior to the sphere ωR̃/c0 = N, and extends to infinity. Thus locally subsonic waves
are capable of describing non-radiating angular sectors of three-dimensional sound fields. The
local phase Mach number M is now a more complicated function of position, but it satisfies the
relation

1
M2 = 1 + m2 − N2 sin2 θ̃

(ωR̃/c0)2 sin2 θ̃
, (6.26)

from which it follows that M< 1.
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(iv) The (equatorial, far) region

Finally, in the (equatorial, far) region, we have

ΦL = 0 and Φ±
K = ± ψe(cos θ̃ ) + ψf

(
ωR̃
c0

)
+ mφ, (6.27)

from which

∇ΦL = (0, 0, 0), ∇Φ±
K =

(
∂ψf

∂R̃
, ± 1

R̃

∂ψe

∂θ̃
,

m

R̃ sin θ̃

)
. (6.28)

We now find that

|∇Φ±
K |2 =

(
ω

c0

)2
= k2

0, (6.29)

so that in the terminology of §1, we have (k, l) = (k0, 0) and hence M = 1, which means that (6.28)
represents two fields of ordinary sonic waves. For completeness, we discuss this case, even though
the focus of the paper is subsonic waves. In particular, since (6.29) is the eikonal equation for the
wave equation, and the speed of sound c0 is assumed to be constant, it follows that the rays are
straight lines; this fact is somewhat obscured in (6.28) because of the spherical coordinates used.

In (6.28), the first component of ∇Φ±
K vanishes when ωR̃/c0 = N, by (6.13), and so the rays are

tangent to the sphere R̃ = Nc0/ω. This is a most significant fact: although one might think of the far
field straight-line rays of the multipole field (6.1) as having come from the origin, this is not really
so. In fact, they come from the sphere R̃ = Nc0/ω= (n + 1/2)c0/ω as tangents, as if the sound were
generated here rather than at the origin. We shall not pursue this line of reasoning, but merely
note that just outside the sphere these straight-line rays do not point even approximately along
the radius vector away from the origin, but instead point in an almost perpendicular direction
to this. It is necessary for R̃ to be as large as order N2c0/ω for the angle between the rays and
the radius vector to be as small as order 1/N. Thus, the region of space in which the straight
line rays are not closely radial can be very large—a fact of importance for the scattering of a
three-dimensional multipole field by a body in its vicinity, because the directivity pattern of the
scattered field depends strongly on the incident ray direction.

(e) Accuracy of the locally plane wave representation
The domain of accuracy of the plane wave representations just given can be determined by
inspecting the plots in figures 7 and 9 for Bessel functions and associated Legendre polynomials.
Both functions need to be well approximated; hence a local plane wave approximation to a three-
dimensional multipole is accurate everywhere except in a spherical annulus centred on the sphere
defined by ωR̃/c0 = N = n + 1/2 and in conical annuli centred on the cones θ = θ̃0 and θ = π − θ̃0,
where sin θ̃0 = m/N = m/(n + 1/2). Therefore, the important question is the widths of these annuli
as a function of the multipole parameters (m, n). The plots show that for nearly all values of m
and n the annuli are narrow in relation to the total region over which one might hope to use plane
wave approximations, the main exception being that for m close to or equal to n the conical annuli
are rather wide. Thus apart from this case, a three-dimensional multipole can be well represented
by a locally plane wave in a larger region of space than might have been expected.

The explanation of the above results is that the sphere and the two cones are envelopes of rays,
i.e. are caustics, and it is known that ray representations fail to describe solutions of the wave
equation in a caustic zone extending one-quarter wave either side of the caustic [19]. Since the
local plane wave representation determines a field of rays, with ray directions ∇ΦK or ∇Φ±

K ,
and the annuli defined in the previous paragraph are of just the size of the caustic zone, it
follows that no locally plane wave description could have visibly better numerical performance
than that found here: that is, our approach based on (ψe,χp,χn,ψf) finds the local plane waves
in the multipole field (6.1) everywhere they exist, and then gives them accurately through the
approximations in §4a,b and §6b for the Bessel functions and associated Legendre polynomials.
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7. Conclusion and further work
In the present work, we have confined ourselves to two core mathematical aspects of our
approach. These are, first, an analytical description of the distant scattered field produced by a
small sphere when irradiated by a subsonic plane wave; and second, a determination of regions
of space in which a near field is well approximated at each point by a such a subsonic wave. We
have carried out the latter for three families of incident fields, of cylindrical, helical and three-
dimensional multipole type, including not only a full mathematical analysis of these regions for
each family, but also numerical comparisons of exact and asymptotic formulae to reveal the size
of the regions. The conclusion is that the regions are rather large in general, and therefore that the
theory we present is potentially of broad scope.

Many developments of the work suggest themselves, especially oriented to applications, and
two in particular stand out. The first is a numerical study of the degree of accuracy of the method
as a function of the main parameters in the problem, namely the radius of the scatterer, its
position in the near field and the type of boundary condition imposed on its surface. We have
begun a study of this matter by the T-matrix methods developed in [10,11], and the results
will be reported elsewhere. The second is the relation of the work to many existing approaches
to multiple-scattering problems. The key point here is that in multipole methods arising from
separation of variables [7, p. 138], each scatterer is in the near field of all the other scatterers for
which the condition ‘argument is less than order’ is satisfied for at least one significant multipole
term. Hence physically, a large part of the mutual scattering effect is indeed caused by near-
field scattering of locally subsonic waves, and the question arises of whether this fact could be
incorporated into a full asymptotic theory, or a fully implemented numerical approach.

In the multipole context, note that these locally subsonic near-field waves propagate at right
angles to the radius vector from the source to the scatterer—perhaps in contradiction to intuition
based on scattering in the remote far field of a source, where the incident wave propagates
along the radius vector. Nevertheless, this counterintuitive aspect of near-field ray geometry
is strikingly evident in the three examples worked out, and is especially clear in figure 8. To
understanding near-field scattering, the direction of these incident waves is the most important
thing to get right.

We see the above ideas as most useful for future work, possibly leading to an enhancement of
existing numerical methods. More generally, our approach applies to many types of wave field
throughout physics and the applied sciences, including not only acoustic, electromagnetic and
elastic waves, but also many others besides.
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