
Half-time range description for the free space wave
operator and the spherical means transform

Abstract. The forward problem arising in several hybrid imaging modalities can
be modeled by the Cauchy problem for the free space wave equation. Solution
to this problems describes propagation of a pressure wave, generated by a source
supported inside unit sphere S. The data g represent the time-dependent values
of the pressure on the observation surface S. Finding initial pressure f from the
known values of g consitutes the inverse problem. The latter is also frequently
formulated in terms of the spherical means of f with centers on S.

Here we consider a problem of range description of the wave operator mapping
f into g. Such a problem was considered before, with data g known on time
interval at least [0, 2] (assuming the unit speed of sound). Range conditions were
also found in terms of spherical means, with radii of integration spheres lying in
the range [0, 2]. However, such data are redundant. We present necessary and
sufficient conditions for function g to be in the range of the wave operator, for g
given on a half-time interval [0, 1]. This also implies range conditions on spherical
means measured for the radii in the range [0, 1].
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1. Introduction

In the thermo- and photoacoustic tomography (TAT/PAT) [18, 19, 29] the forward
problem can be modeled (in the simplest case) by the following Cauchy problem for
the whole space wave equation:

utt(t, x) = ∆u(t, x), (t, x) ∈ (0,∞)× Rd, (1)

u(0, x) = f(x), ut(0, x) = 0. (2)

Solution u(t, x) of this problem represents the excess pressure in the acoustic wave.
This wave is caused by an instantaneous thermoelastic expansion at t = 0 leading to
the initial condition u(0, x) = f(x). Function f(x) is assumed to be supported within
the open unit ball B ⊂ Rd centered at the origin, and is extended by zero to Rd. The
measurements in TAT/PAT are the values g(t, θ) of the pressure registered during the
time interval t ∈ (0, T ] on the unit sphere θ ∈ S := Sd−1:

g(t, θ) := u(t, θ), (t, θ) ∈ ZT , (3)
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where ZT := (0, T ] × S is the cylinder supporting the data. The data g(t, θ) can be
viewed as an action of the observation operator A on function f :

A : f(x) ∈ C∞
0 (B) 7→ g(t, θ), (t, θ) ∈ ZT . (4)

The inverse source problem of TAT/PAT consists of finding f from data g = Af .
It has been studied extensively in the last two decades (see [20–23] and references
therein). In particular, explicit inversion formulas have been found [9, 10, 24, 32]
allowing one to invert the operator A and reconstruct f from g under the assumption
T ≥ 2. In this case, T = 2 represents the time sufficient for all characteristics
originated within B to reach the boundary ∂B of B. Thus, the most studied case is
T ≥ 2. However, shorter acquisition times are of practical and theoretical importance.
We concentrate here on the case T = 1, which is known to be sufficient, since by
that time at least one of two characteristics originating at any point in B reaches
the boundary ∂B. In addition, explicit inversion formulas have been found [4, 7] for
reconstructing f from “half-time” data g known on the cylinder Z1 := (0, 1]×S. It is
well known [17] that the data g(t, θ) obtained by solving the problem (1)-(3) can be
expressed in terms of the spherical means M(r, θ) of f with centers θ ∈ S:

M(r, θ) :=

∫
S

f(θ + rτ)dτ, (r, θ) ∈ R+ × S, (5)

where dτ is the standard area element on the unit sphere. Indeed, let us consider the
causal free-space Green’s function for the wave equation (1), that we will denote by
G(t, x). It is well known (see, e.g., [30]) that this function can be expressed through
a dimension-dependent radial function Gd(t, r) as follows:

G(t, x) = Gd(t, |x|), G2(t, r) =
χ+(t−r)

2π
√
t2−r2

, G3(t, r) =
δ(t−r)
4πr ,

and for d > 3,

Gd+2(t, r) = − 1
2πr

∂
∂rGd(t, r),

(6)

where δ(t) is the Dirac’s delta function, and χ+(s) is the Heaviside function, equal to
1 when s > 0 and equal to 0 otherwise. Now data g(t, θ) can be expressed through
the spherical means as follows:

g(t, θ) =
∂

∂t

t∫
0

M(r, θ)Gd(t, r)r
d−1dr. (7)

Equation (7) is easily solvable with respect toM(r, θ), so that the knowledge of g(t, θ)
on ZT implies the knowledge of M(r, θ) on ZT and vice versa (see, e.g. [1, 17]). As a
consequence of this, historically, most of the results in this area have been obtained
in terms of the spherical means M , rather than in terms of the wave data g.

We are interested here in the range of the operator A (see (4)). Namely, we
study the necessary and sufficient conditions for a function g ∈ C∞

0 (ZT ) to lie in the
range of A. Such range descriptions were obtained in [1–3, 11] in terms of spherical
means M(r, θ) defined on C∞

0 ([0, 2]×S), which corresponds to the case of “full time”
observation, i.e., T = 2.
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However, these results are not optimal, in the sense that they use “too much”
data. Indeed, as we have already mentioned, it is known that a stable solution of the
inverse source problem of TAT/PAT is possible if data g(t, θ) are given on a twice
shorter cylinder Z1 (see, e.g., [4, 7]). To put it differently, this implies that the data
on the time interval [1,∞) are uniquely determined by the data on interval (0, 1]. In
terms of applications to TAT/PAT, this means that the data acquisition time can be
halved [5]. This makes the measurement system cheaper, and potentially improves
the quality of the image, since, for a variety of reasons, the acoustic wave quickly
deteriorates in time, and thus “late” data get degraded. We refer to such data as
“half-time” data, as is done in the title of this paper.

In the present paper, we find the range description of the operator

A : C∞
0 (B) → C∞

0 (Z1),

i.e. we are working with the data given on time interval (0, 1]. Formulation of the
problem and the main result are given in Section 2, some preliminary considerations
are made in Section 3 after which the main results are described in Sections 4 and 6.
The proofs are presented in Section 7.

2. Formulation of the problem

We consider operator

A : C∞
0 (B) → C∞

0 (Z1),

A : f 7→ g(t, θ), (t, θ) ∈ Z1, (8)

where g(t, θ) is the trace of the solution of the Cauchy problem (1)-(2) on Z1 (see (3)).
Our aim is to find necessary and sufficient condition for a function b(t, θ) ∈ C∞

0 (Z1)
to be in the range of A, i.e., to be represented as b = Af for some f ∈ C∞

0 (B). We
somewhat abuse the notations here, since functions from C∞

0 (Z1) and their derivatives
are not required to vanish at t = 1. They vanish only near t = 0.

3. Some preliminary constructions

Our approach is based on studying the Radon transform of a solution to a certain
auxiliary initial/boundary value problem (IBVP) for the wave equation in the exterior
of the closed ball B. We start by defining and analyzing the tools we need.

3.1. The Radon transform and its range

Consider a compactly supported continuous function q(x) on Rd. For a unit direction
vector ω ∈ S and p ∈ R, the values of the Radon transform Rq(ω, p) of q are given by
the following formula (see, e.g., [27]):

[Rq] (ω, p) :=
∫
Rd

q(x)δ(x · ω − p)dx

=
∫

Π(ω,p)

q(x)dx for (ω, p) ∈ S × R. (9)

Here δ(·) is the Dirac’s delta function and Π(ω, p) is the plane defined by the equation

x · ω = p. (10)
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The following description of the range of the Radon transform R of functions
from C∞

0 (B) is well known [12–16,20,26,27]:

Theorem 1. A function F (ω, p) defined on S × ( − 1, 1) can be represented as the
Radon transform of a function f ∈ C∞

0 (B), if and only if the following conditions are
satisfied:

(i) Symmetry condition: F (ω, p) = F (−ω,−p),
(ii) Smoothness and support condition: F (ω, p) ∈ C∞

0 (S × (−1, 1)) ,

(iii) Moment conditions: for any n = 0, 1, 2, ..., the moment Mn(ω)

Mn(ω) :=

1∫
−1

F (ω, p)pndp (11)

is the restriction from Rd to S of a homogeneous polynomial of degree n in ω.

We will use the real-valued spherical harmonics Ym
l (ω) on the unit (d − 1)-

dimensional sphere S, where l = 0, 1, 2, . . . and |m| ≤ l (see, for instance, [28]).
They form an orthonormal basis in L2(S):∫

S

Ym
l (ω)Ym′

l′ (ω)dω = 1 if l = l′,m = m′, and zero otherwise. (12)

Using these, the moment conditions (3) of the theorem can be equivalently re-written
as ∫

S

Mn(ω)Y
m
l (ω)dω =

∫
S

[
1∫

−1

F (ω, p)pndp

]
Ym
l (ω)dω = 0

for n = 0, 1, 2, ..., l > n, |m| ≤ l.

(13)

3.1.1. Exterior Radon transform We will also need the exterior (with respect to
B) Radon transform RE . For a continuous function h(x) defined and compactly
supported in the exterior Bc of B, RE is defined by the formula similar to (9) but
with |p| ≥ 1: [

REh
]
(ω, p) :=

∫
Rd

h(x)δ(x · ω − p)dx

=
∫

Π(ω,p)

h(x)dx, for (ω, p) ∈ S × (R \ (−1, 1)).
(14)

Remark 2. If function h were defined in the whole Rd, not just outside of the “hole”
B, transform RE would be just a restriction of the full Radon transform of h.

Our goal is to obtain range description for the wave operator, similar to the
above range description for the Radon transform R. We will achieve this by relating
the Radon transform to a solution of a certain IBVP (initial/boundary value problem)
for the wave equation in the exterior Bc := Rd \B of the ball B. This technique was
previously used in [8] to reduce the problem of inverting operator A to inverting the
classical Radon transform.
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3.2. Exterior initial/boundary value problem

We will denote by F (ω, p) the Radon transform of the initial function f(x) ∈ C∞
0 (B):

F (ω, p) := [Rf ] (ω, p). (15)

Further, given a function b ∈ C∞
0 (Z1), consider the solution v(b)(t, x) to the

following exterior problem in (0,∞)× Rd\B̄:
∂2v(b)(t,x)

∂t2 −∆v(b)(t, x) = 0, (t, x) ∈ (0, 1]×Bc,

v(b)(0, x) = 0, v
(b)
t (0, x) = 0, x ∈ Bc,

v(b)(t, θ) = b(t, θ). (t, θ) ∈ Z1.

(16)

The domain (0, 1)× Bc where the problem is solved, and the support of the solution
v(b)(t, x) are shown in Figure 1.

t

x
1

x
2

x

x

t

1

2

(a) (b)

Figure 1. Geometry of the exterior problem:
(a) Domain (0, 1)×Bc where the problem is solved;
(b) Support of the solution v(b)(t, x).

Note that the solution u of the problem (1), (2) also solves the exterior problem
(16), if b(t, θ) is equal to g(t, θ). Therefore, if b = g, the solution v(g) of the exterior
problem (16) coincides with u in (0, 1]×Bc. Let us now consider for each fixed t the
Radon projections [Ru] (t, ω, p) (defined by (9)) of u. It is well known (e.g., see [17])
that, for a fixed ω, such projections satisfy the 1D wave equation:

∂2

∂t2
[Ru] (t, ω, p) = ∂2

∂p2
[Ru] (t, ω, p), (t, p) ∈ (0, 1)× R. (17)

Due to (2), Ru satisfies the following initial conditions:

[Ru] (0, ω, p) = F (ω, p),
∂

∂t
[Ru] (0, ω, p) = 0, p ∈ R. (18)

According to d’Alembert’s formula, one can express Ru on (0, 1)× R as follows:

[Ru](t, ω, p) = 1
2 [F (ω, p+ t) + F (ω, p− t)]

for (t, p) ∈ (0, 1)× R.
(19)

Since f(x) is compactly supported in B, its Radon projections F (ω, p) are supported
inside the region {(ω, p) : p ∈ [−1, 1]}. Therefore, for t = 1 we get

[Ru](1, ω, p) =
{

1
2F (ω, p− 1), p ∈ [1, 2],
1
2F (ω, p+ 1), p ∈ [−2,−1]

, (20)
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or

F (ω, p) =

{
2[Ru](1, ω, p+ 1), p ∈ [0, 1]
2[Ru](1, ω, p− 1), p ∈ [−1, 0]

.

Equivalently, if v(g) is the solution of the exterior problem (16) with b = g = Af , the
Radon transform F of f can be expressed as follows:

F (ω, p) =

{
2[Rv(g)](1, ω, p+ 1), p ∈ [0, 1]
2[Rv(g)](1, ω, p− 1), p ∈ [−1, 0]

. (21)

We thus have proven the following theorem (that first appeared in [8]):

Theorem 3. The Radon transform F (ω, p) of the initial function f(x), and thus
the function itself, can be recovered by using (21) from the solution v of the exterior
problem (16).

4. The implicit range characterization theorem

The considerations of Section 3 lead to the following characterization of the range of
observation operator A in terms of solution of the exterior problem:

Theorem 4. Suppose that function g is defined on Z1, v
(g) is the solution to the

exterior problem (16), and F (ω, p) is defined by (21). Then function g belongs to the
range of the operator A (8) (i.e.,g = Af for some f ∈ C∞

0 (B)) if and only if the
following four conditions are satisfied:

(i) Smoothness of g: g ∈ C∞
0 (Z1).

(ii) Symmetry of F : F (ω, p) = F (−ω,−p).
(iii) Smoothness of F : F (ω, p) ∈ C∞

0 (S × (−1, 1)).

(iv) Moment conditions for F :
∫
S

[
1∫

−1

F (ω, p)pndp

]
Ym
l (ω)dω = 0,

for n = 0, 1, 2, ..., l > n, |m| ≤ l.

Proof. Necessity of conditions (1)-(4). Smoothness and support of g (condition
(1)) follow from the well known properties of solutions of the initial value problem for
the wave equation in Rd with initial conditions in C∞

0 (Rd). On the other hand,
function F (ω, p) defined by (21) is the Radon transform of f(x) ∈ C∞

0 (B) and,
therefore, satisfies conditions (1)-(3) of Theorem 1, thus proving statements(2)-(4).

Sufficiency of conditions (1)-(4). If conditions (2)-(4) are satisfied, then
according to Theorem 1 there exists function f ∈ C∞

0 (B) such that F (ω, p) = Rf .
One can then solve the Cauchy problem (1), (2) thus obtaining solution u(t, x) in
(0, 1]× Rd. The Radon transform Ru of such a solution is given by formula (19), for
each fixed t ∈ (0, 1] and each ω ∈ S. This implies that [REu](t, ω, p) = [REv(g)](t, ω, p)
for all t ∈ (0, 1], ω ∈ S, and p ∈ [1, 2]. Since RE is uniquely invertible, u(t, x) =
v(g)(t, x) for t ∈ (0, 1], x ∈ Bc, and, in particular, u(t, x) = v(g)(t, x) = g(t, x) for all
x ∈ S, t = (0, 1], implying g = Af .

Remark 5.
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(i) When considering sufficiency of condition (3) in the above Theorem, one can
notice that F (ω, p) defined by (21) is automatically a C∞

0 -function on (−1, 0]×S
and on [0, 1) × S, due to the smoothness of v(g). Only the continuity of all the
derivatives of F (ω, p) at p = 0 needs to be verified. This condition is non-trivial,
since function F is constructed of two ”halves” (see equation (21)). This condition
is essential, since without it one cannot guarantee smoothness of the candidate
function f(x) at x = 0.

(ii) This range description is implicit, since it requires solving the auxiliary exterior
IBVP with the given data g(x, t). The remaining part of this paper is dedicated
to expressing the range conditions in terms of the Fourier coefficients of the
candidate function b(t, θ).

5. A more explicit range characterization

As mentioned above, Theorem 4 provides a rather implicit range description, which
requires, first, solving the exterior IBVP and then finding its Radon projections. The
spherical symmetry of our domain Rd \ B will allow us to use standard separation
of variables technique to solve the exterior problem and obtain the desired range
conditions in terms of Fourier coefficients of b(t, θ). This requires some preliminary
work.

5.1. Range conditions for the Radon transform in terms of expansion in spherical
harmonics

In order to avoid the redundancy in the Radon transform defined on S × [−1, 1], we
will work with the Radon transform restricted to S × [0, 1]. Let us first formulate the
necessary and sufficient conditions for a function F (ω, p) defined on S× [0, 1] to be in
the range of such a restricted Radon transform, i.e.

F (ω, p) = [Rq] (ω, p), ω ∈ S, p ∈ [0, 1], (22)

for some q ∈ C∞
0 (B).

Let us start with necessary conditions. Assume F = Rq. An obvious necessary
condition following from Theorem 1 is

F (ω, p) ∈ C∞
0 (S × [0, 1)). (23)

We need to express remaining conditions in terms of the Fourier coefficients Fm
l of F.

Define

Fm
l (p) :=

∫
S

F (ω, p)Ym
l (ω)dω = 0, p ∈ [0, 1], l = 0, 1, 2, ..., |m| ≤ l, (24)

so that
F (ω, p) =

∑
l,m

Fm
l (p)Ym

l (ω), p ∈ [0, 1].

Note that for any ω ∈ S,

[Rq](ω,−p) = [Rq](−ω, p) = F (ω,−p) for p ∈ [0, 1]. (25)



Range description for the free space wave operator 8

On the other hand,

F (ω,−p) =
∑
l,m

Fm
l (p)Ym

l (−ω) =
∑
l,m

(−1)lFm
l (p)Ym

l (ω), p ∈ [0, 1].

For any fixed ω ∈ S, the Radon transform [Rq](ω, p) is an infinitely differentiable
function of p on the interval [−1, 1]. Therefore, functions ∗Fm

l (p) defined as

∗Fm
l (p) :=

{
Fm
l (p), p ∈ [0, 1]

(−1)lFm
l (−p), p ∈ [−1, 0)

(26)

must be infinitely differentiable on [−1, 1], and, in particular, at p = 0.
Note that ∗Fm

l (p) are odd functions for odd l, and even functions for even
l = 0, 2, 4, ... . Smoothness of these functions implies that for even l, all odd order
right derivatives of Fm

l (p) at p = 0 should vanish. For odd l, right derivatives of even
orders (including zero) of Fm

l (p) must vanish at p = 0:

∂n

∂pn
Fm
l (0) = 0, l is even, |m| ≤ l, n = 1, 3, 5, ..., (27)

∂n

∂pn
Fm
l (0) = 0, l is odd, |m| ≤ l, n = 0, 2, 4, ... . (28)

The moment conditions (13) can be expressed in terms of coefficients ∗Fm
l as follows:

1∫
−1

∗Fm
l (p)pn dp = 0, n = 0, 1, 2, ..., , if l > n, even |m| ≤ l, (29)

or, in terms of Fm
l

1∫
0

Fm
l (p)pn dp = 0, n = 0, 1, 2, ..., , if l > n, l + n even, |m| ≤ l. (30)

Conditions (23), (27), (28) and (30) are necessary for a function F (ω, p) defined on
S × [0, 1] to be in the range of the Radon transform restricted to S × [0, 1]. These
conditions are also sufficient, as proven in the theorem below.

Theorem 6. Suppose function F (ω, p) defined on S × [0, 1] satisfies conditions (23),
(27), (28) and (30) with coefficients Fm

l (p) defined by equation (24). Then, there
exists a function q ∈ C∞

0 (B) such that representation (22) holds.

Proof. Let us define function ∗F (ω, p) as follows

∗F (ω, p) =

{
F (ω, p), p ∈ [0, 1]

F (−ω,−p), p ∈ [−1, 0)
, ω ∈ S.

The Fourier coefficients of ∗F (ω, p) are given by equation (26). Therefore, ∗F (ω, p)
satisfies the moment conditions (13) and the symmetry condition ∗F (ω, p) =
F (−ω,−p). Moreover, ∗F (ω, p) is a C∞ function on each of the two halves S × (0, 1]
and S × [−1, 0) of the cylinder S × [−1, 1], i.e.

∗F (ω, p) ∈ C∞
0 (S × [0, 1)) and ∗F (ω, p) ∈ C∞

0 (S × (−1, 0]). (31)
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Due to conditions (27) and (28), each of the coefficients ∗Fm
l (p) is a C∞

0 ((−1, 1))
function. Thus, for a fixed ω, ∗F (ω, p) is C∞

0 ((−1, 1)) function in p. Moreover, since
all the mixed derivatives of F (ω, p) are well defined at p = 0 for each value of ω, the
limits

lim
p→0±

∗DkF (ω, p)

of any derivative DkF are well defined and coincide with DkF (ω, 0). It follows that
∗F (ω, p) is C∞

0 (S × (−1, 1)), and, due to Theorem 1, ∗F (ω, p) is in the range of
the Radon transform. In other words, there exists function q ∈ C∞

0 (B) such that
∗F (ω, p) = [Rq](ω, p). Therefore, F (ω, p) = [Rq](ω, p) for ω ∈ S and p ∈ [0, 1].

5.2. Solving the exterior problem using separation of variables

5.2.1. Fourier transform of b(t, θ) in time

According to the well known Borel extension theorem (see, e.g. [31]), function
b(t, θ) can be extended (non-uniquely) to b ∈ C∞

0 (0, T ) for any T > 1. Let us fix such
an extension. (Even though such an extension is arbitrary, we will prove later on that
the values of the extension for t > 1 do not enter the final formulas).

Further, we extend b(t, θ) by zero to all of R in t. Abusing the notation, we will
still call the extended function b(t, θ).

Such an extension allows us to define the Fourier transform of b with respect to
the time variable t:

b̂(λ, θ) := [Fb](λ, θ) :=
∫
R

b(t, θ)eiλtdt,

b(t, θ) = [F−1b̂](t, θ) :=
1

2π

∫
R

b̂(λ, θ)e−iλtdλ.

We proceed by expanding b(t, θ) and b̂(λ, θ) into spherical harmonics:

b(t, θ) =
∑
l,m

bml (t)Ym
l (θ), bml (t) =

∫
S

b(t, θ)Ym
l (θ)dθ, (32)

b̂(λ, θ) =
∑
l,m

b̂ml (λ)Ym
l (θ), b̂ml (λ) =

∫
S

b̂(λ, θ)Ym
l (θ)dθ. (33)

5.2.2. Solution obtained by expansion in spherical harmonics Our goal is to find the
conditions for a candidate function b(t, θ) to be in the range of the wave operator A
in terms of the spherical harmonic expansion coefficients of b, rather than in terms of
vb(t, x). To do so, we need to be able to express the exterior Radon transform of the
solution v(b) to the exterior problem (16), in terms of coefficients bml (t) of the spherical
harmonic expansion of b(t, θ) (see equation (32)).

This will require the use of certain special functions. The spherical Hankel

function hdl (λ) is defined through the standard Hankel function H
(1)
l+d/2−1(λ) of
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order l + d/2− 1 by the following formulas:

hdl (λ) =
H

(1)
l+d/2−1(λ)

λd/2−1
, l = 0, 1, 2, ..., λ ≥ 0,

hdl (−λ) = hdl (λ), l = 0, 1, 2, ..., λ > 0

(see [28] for details.)
The desired connection between REv(b) and bml is given by the following theorem.

Theorem 7. Let v(b) be the solution to the exterior problem (16) with boundary
condition b(t, θ) ∈ C0(Z1), and [REv(b)](t, ω, p) be the exterior Radon transform of
v(b). Then REv(b) can be expressed as the following series

[REv(b)](t, ω, p) =
∑
l,m

Rm
l (t− p)Ym

l (ω), (34)

with functions Rm
l expressed through the Fourier coefficients b̂ml (λ) (see equation (33))

as follows:

Rm
l (t) = −2

d
2 π

d
2
−1

il

[
F−1

(
b̂ml (λ)

λd−1hdl (λ)

)]
(t). (35)

Alternatively, functions Rm
l can be represented as convolutions

Rm
l (t) = (bml ∗Kl)(t) =

1+t∫
0

bml (s)Kl(t− s)ds, (36)

with convolution kernels Kl(t) defined through the inverse Fourier transform as follows

Kl(t) = −

F−1

 2
d
2 π

d
2
−1

il

λd−1hdl (λ)

 (t). (37)

We postpone the lengthy proof of this Theorem till Section 7.

Remark 8. The above theorem, by solving explicitly the exterior problem, relates
the Radon transform of v(b) directly to the Fourier coefficients of b. Below we use
these formulas at the value of t = 1 and values of p lying in the interval [1, 2]. Then,
integration in the equation (36) requires only the values of bml (s) in the interval
s ∈ [0, 1]. Thus, our choice of the arbitrary smooth extension of b(t, θ) to times
t > 1 does not affect functions Rm

l (t) that are being computed.

6. Range theorem in terms of spherical harmonics expansion

Theorem 9. A function b(t, θ) ∈ C∞
0 (Z1) is in the range of A, i.e. can be expressed

as b = Af if and only if the following two sets of conditions are satisfied:

(i) moment conditions

1∫
0

Rm
l (p)pn dp = 0, n = 0, 1, 2, ..., , if l > n, l+n is even, |m| ≤ l.
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(ii) “smoothness” conditions at p = 0

∂n

∂pn
Rm

l (0) = 0, l is even, |m| ≤ l, n = 1, 3, 5, ...,

∂n

∂pn
Rm

l (0) = 0, l is odd, |m| ≤ l, n = 0, 2, 4, ... .

where functions Rm
l (t), l = 0, 1, 2, ..., |m| ≤ l, are defined by (34).

Moreover, if conditions (1) and (2) are satisfied, the Radon projections F (ω, p)
of f(x) are given explicitly by the formulas

F (ω, p) =
∑
l,m

Rm
l (p)Ym

l (ω), F (ω,−p) = F (−ω, p), p ∈ [0, 1], ω ∈ S,

and so f can be reconstructed from F by inverting the Radon transform.

Proof. Define function F (ω, p) for p ∈ [0, 1], ω ∈ S, as follows

F (ω, p) = [REv(b)](1, ω, p+ 1) =
∑
l,m

Rm
l (p)Ym

l (ω).

The coefficients of the spherical harmonic expansion of F (ω, p) are

Fm
l (p) =

∫
S

F (ω, p)Ym
l (ω)dω = Rm

l (p),

with functions Rm
l defined by equations (36) and (37). Proposition 6 yields the

necessary and sufficient conditions on F (ω, p) and Fm
l (p) for b being in the range

of A. These conditions coincide with the moment and smoothness conditions of the
theorem. This completes the proof.

7. Proof of Theorem 7

We need to prepare several preliminary results before Theorem 7 can be proven.
First, let us use separation of variables to obtain explicit expression for the

solution v(b)(t, x) to the exterior problem (16). We will also need the time derivative

v
(b)
t (t, x) of v(b)(t, x), and the expression for the normal derivative ∂

∂nv
(b)(t, θ), where

θ ∈ S.

Proposition 10. For a given condition b(t, θ), solution v(b)(t, x) to the exterior
problem (16) and its derivatives are given by the following formulas:

v(b)(t, x) =
1

2π

∫
R

∑
l,m

b̂ml (λ)
hdl (λ|x|)
hdl (λ)

Ym
l (x̂)

 e−iλtdλ, (38)

v
(b)
t (t, x) = − 1

2π

∫
R

iλ∑
l,m

b̂ml (λ)
hdl (λ|x|)
hdl (λ)

Ym
l (x̂)

 e−iλtdλ, (39)

∂

∂n
v(b)(t, θ) =

1

2π

∫
R

λ∑
l,m

b̂ml (λ)
(hdl (λ))

′

hdl (λ)
Ym
l (θ)

 e−iλtdλ. (40)
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Proof. We observe that the following combinations of functions

hdl (λ|x|)
hdl (λ)

e−iλtYm
l (x̂), x̂ = x/|x|,

are outgoing solutions of Helmholz equation. Note that functions hdl (λ) in the
denominator do not have zeros for real values of λ (see, e.g. [28]). With x restricted
to S, these functions are equal to e−iλtYm

l (x/|x|). Thus, they form a complete
orthonormal system on R × S. Therefore, the solution v(b) for the exterior problem
corresponding to the boundary values b(t, θ) can be written in the form (38). In
Appendix A we provide an alternative, more detailed proof of this formula.

Due to the smoothness of the function b(t, θ) the series (38) converges fast (faster
than any negative power of |m|). This justifies the term-wise differentiation of the
series, resulting in the formulas (39) and (40).

Our intention is to compute the exterior Radon transform of v(b)(t, x) given by
formula (38). A natural idea would be to try to integrate equation (38) at each
frequency λ term-by-term. However, at dimensions d higher than 2, integrals over
planes of functions hdl (λ|x|)Ym

l (x̂) diverge, due to the slow decrease of hdl (λ|x|) at

infinity. Thus, we need the following workaround that expresses integrals of v
(b)
t (t, x)

over planes through integrals over sphere S. Since the sphere is bounded, the question
of convergence does not arise.

Proposition 11. The exterior Radon transform REv
(b)
t of the time derivative v

(b)
t

of the exterior solution v(b)(t, x) can be expressed through integrals over sphere S as
follows:

2[REv
(b)
t ](t, ω, p) = (41)∫

S

∂

∂n
v(b)(ω · θ − p+ t, θ)dθ −

∫
S

v
(b)
t (ω · θ − p+ t, θ)(θ · ω)dθ.

Proof. The well known Kirchhoff representation (see, e.g., [25] and references therein)
allows us to express v(b), using Green’s function G(t, x) given by equation (6), through
the boundary values of v(b) and ∂

∂nv
(b) as follows;

v(b)(t, x)

=

∫
S

t∫
0

(
∂

∂n
v(b)(τ, θ)G(t− τ, x− θ)− v(b)(τ, θ)

∂

∂n(θ)
G(t− τ, x− θ)

)
dτdθ.

Correspondingly, the time derivative v
(b)
t (t, x) can be represented by the following

formula:

v
(b)
t (t, x)

=

∫
S

t∫
0

(
∂

∂n
v(b)(τ, θ)Gt(t− τ, x− θ)− v(b)(τ, θ)

∂

∂n(θ)
Gt(t− τ, x− θ)

)
dτdθ,
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where Gt denotes the time derivative of G. Let us evaluate the exterior Radon
transform [REv

(b)
t ](t, ω, p) of v

(b)
t , for p ≥ 1. For each fixed t we obtain

[REv
(b)
t ](t, ω, p)

=

∫
Π(ω,p)

∫
S

t∫
0

(
∂

∂n
v(b)(τ, θ)Gt(t− τ, x− θ)

−v(b) ∂

∂n(θ)
Gt(t− τ, x− θ)

)
dτdθ

]
dx

=

∫
S

t∫
0

∂

∂n
v(b)(τ, θ)

 ∫
Π(ω,p)

Gt(t− τ, x− θ)dx

 dτdθ
−
∫
S

t∫
0

v(b)(τ, θ)

θ · ∇θ

∫
Π(ω,p)

Gt(t− τ, x− θ)dx

 dτdθ,
where reversing the order of integration is justified since for any fixed t function
v(b)(t, x) is finitely supported, and where we equate the normal to the unit sphere S
at the point θ, with θ. We now observe that, for t > 0,

2

∫
Π(ω,p)

Gt(t, x− y)dx = δ(ω · y − p− t) + δ(ω · y − p+ t), (42)

2∇y

∫
Π(ω,p)

Gt(t, x− y)dx = ω [δ′(ω · y − p− t) + δ′(ω · y − p+ t)] . (43)

In the Appendix B we provide a proof for the known equality (42). Equation (43) is
obtained by taking a gradient of equation (42).

Each of the equations (42), (43) represents two singular waves propagating in the
opposite directions ±ω as t increases. Now with a substitution t→ t− τ , for t > τ we
obtain

2

∫
Π(ω,p)

Gt(t− τ, x− y)dx = δ(ω · y − p− (t− τ)) + δ(ω · y − p+ t− τ),

2∇y

∫
Π(ω,p)

Gt(t− τ, x− y)dx = ω [δ′(ω · y − p− (t− τ)) + δ′(ω · y − p+ t− τ)] .

Since we consider values of p ≥ 1 and τ ≤ t, only one of the terms in the above
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formulas will contribute to the integral over sphere S:

2[REv
(b)
t ](t, ω, p)

=

∫
S

t∫
0

∂

∂n
v(b)(τ, θ)δ(ω · θ − p+ t− τ)dτdθ

−
∫
S

t∫
0

v(b)(t, θ)(θ · ω)δ′(ω · θ − p+ t− τ)dτdθ

=

∫
S

∂

∂n
v(b)(ω · θ − p+ t, θ)dθ −

∫
S

v
(b)
t (ω · θ − p+ t, θ)(θ · ω)dθ. (44)

Next, we formulate and prove the following proposition.

Proposition 12. Let v(b) be the solution to the exterior problem (16) with boundary
condition b(t, θ) ∈ C0(Z1), and [REv(b)](t, ω, p) be the exterior Radon transform of
v(b). Then REv(b) can be expressed as the series (34), with functions Rm

l expressed

through the Fourier coefficients b̂ml (λ) as shown in equation (35). Moreover, functions
Rm

l (t) can be represented as convolutions

Rm
l (t) = (bml ∗Kl)(t) =

∫
R

bml (s)Kl(t− s)ds, (45)

with kernels Kl(t) defined by equation (37); these functions are infinitely differentiable
for all values of t.

Proof. Let us utilize the expression for REv
(b)
t given by equation (44), and substitute

into it expressions (39) and (40) for v
(b)
t and ∂

∂nv
(b). Then the second integral on the

last line of (44) can be transformed as follows:

−
∫
S

v
(b)
t (ω · y − p+ t, θ)(θ · ω)dθ

=
1

2π

∫
S

∫
R

∑
l,m

b̂ml (λ)Ym
l (θ)

 iλe−iλω·θ(θ · ω)e−iλ(t−p)dλ

 dθ
= − 1

2π

∫
S

∫
R

∑
l,m

b̂ml (λ)Ym
l (θ)

λ

{
d

dλ
e−iλω·θ

}
e−iλ(t−p)dλ

 dθ
= − 1

2π

∫
R

λe−iλ(t−p)

∑
l,m

b̂ml (λ)
d

dλ


∫
S

Ym
l (θ)e−iλω·θdθ


 dλ (46)

In order to simplify the expression in the curly braces, we use Jacobi-Anger expansion
formula (Lemma 9.10.2 in [6]) which in our notation has the following form:∫

S

e−2πit(x̂·ŷ)Ym
l (x̂)dx̂ = 2πilYm

l (ŷ)
Jl+ d

2−1(2πt)

t
d
2−1

,
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or, with substitution 2πt = λ, ŷ = ω, x̂ = θ,∫
S

e−iλω·θYm
l (θ)dθ = (2π)

d
2 ilYm

l (ω)jdl (λ). (47)

where

jdl (λ) = Rehdl (λ) =
Jl+ d

2−1(λ)

λ
d
2−1

, l = 0, 1, 2, ....

Now, using (47), equation (46) takes the following form:

−
∫
S

v
(b)
t (ω · y − p+ t, θ)(θ · ω)dθ

= −(2π)
d
2
−1
∫
R

∑
l,m

b̂ml (λ)ilYm
l (ω)(jdl (λ))

′

λe−iλ(t−p)dλ. (48)

A similar technique can be used to simplify the first term in (44). Indeed, taking
into account formula (40) we obtain∫

S

∂

∂n
v(b)(ω · θ − p+ t, θ)dθ

=
1

2π

∫
S

∫
R

∑
l,m

b̂ml (λ)
λ(hdl (λ))

′

hdl (λ)
Ym
l (θ)e−iλω·θ

 e−iλ(t−p)dλ

 dθ
=

1

2π

∫
R

λ

∑
l,m

b̂ml (λ)
(hdl (λ))

′

hdl (λ)

∫
S

e−iλω·θYm
l (θ)dθ

 e−iλ(t−p)dλ.

Again, using the Jacobi-Anger formula to compute the term in the brackets,∫
S

∂

∂n
v(b)(ω · θ − p+ t, θ)dθ

= (2π)
d
2
−1
∫
R

λ

∑
l,m

ilb̂ml (λ)

(
hdl
)′
(λ)

hdl (λ)
Ym
l (ω)jdl (λ)

 e−iλ(t−p)dλ. (49)

Now we can combine expressions (49) and (48) for the terms appearing in (44):

2[REv
(b)
t ](t, ω, p) = (2π)

d
2
−1
∫
R

λ

∑
l,m

ilb̂ml (λ)

(
hdl
)′
(λ)

hdl (λ)
Ym
l (ω)jdl (λ)

 e−iλ(t−p)dλ

− (2π)
d
2
−1
∫
R

λ

∑
l,m

ilb̂ml (λ)Ym
l (ω)(jdl )

′(λ)

 e−iλ(t−p)dλ

= (2π)
d
2
−1
∫
R

λ

∑
l,m

ilb̂ml (λ)

(
hdl
)′
(λ)jdl (λ)− hdl (λ)(j

d
l (λ))

′

hdl (λ)
Ym
l (ω)jdl (λ)

 e−iλ(t−p)dλ
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The following well-known identity for the Wronskian of functions Jµ andH
(1)
µ (formula

10.5.3 in [28])
W(Jµ, H

(1)
µ )(λ) = 2i/(πλ)

yields(
hdl (λ)

)′
jdl (λ)− hdl (λ)(j

d
l (λ))

′ =
1

λd−2
W
(
Jl+d/2−1, H

(1)
l+d/2−1

)
(λ) =

2i

πλd−1
,

which, in turn, leads to a simplification of the expression for REv
(b)
t :

[REv
(b)
t ](t, ω, p) = (2π)

d
2
−1 i

π

∫
R

∑
l,m

il
b̂ml (λ)

λd−2hdl (λ)
Ym
l (ω)

 e−iλ(t−p)dλ

= 2
d
2
−1

π
d
2
−2 ∑

l,m

il+1

∫
R

b̂ml (λ)

λd−2hdl (λ)
e−iλ(t−p)dλ

Ym
l (ω).

Since v(b)(0, x) = 0, we have [REv(b)](0, ω, p) = 0. Now the Radon transform REv(b)

of v(b) can be found by integration in time t:

[REv(b)](t, ω, p) =

t∫
0

[REv(b)τ ](τ, ω, p)dτ

= 2
d
2
−1

π
d
2
−2

t∫
0

∑
l,m

il+1

∫
R

b̂ml (λ)

λd−2hdl (λ)
e−iλτeiλpdλ

Ym
l (ω)

 dτ
= −2

d
2
−1

π
d
2
−2 ∑

l,m

il ∫
R

b̂ml (λ)

λd−1hdl (λ)
e−iλ(t−p)dλ

Ym
l (ω),

or

[REv(b)](t, ω, p) =
∑
l,m

Rm
l (t− p)Ym

l (ω) with (50)

Rm
l (t) = −2

d
2
−1

π
d
2
−2

il
∫
R

b̂ml (λ)

λd−1hdl (λ)
e−iλtdλ

= −2
d
2 π

d
2
−1

il

[
F−1

(
b̂ml (λ)

λd−1hdl (λ)

)]
(t). (51)

Equations (50) and (51) coincide with equations (34) and (35) announced in
Theorem (7) and in the statement of this proposition. It follows that functions Rm

l (t)
can be represented as convolutions (45). Moreover, since we have extended function
b(t, θ) to a C∞

0 (R × S) function, coefficients bml (t) are infinitely smooth. Therefore,
functions Rm

l (t) are also C∞
0 (R) functions, as convolutions of distributions with C∞

0

functions.

Remark 13.
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(i) The appearance of convolutions in (45) is not surprising, since the problem we
consider is invariant with respect to the shift in time.

(ii) We will only need to know the values of Rm
l (t) on the interval [−1, 0], and the

values of all the derivatives of Rm
l (t) at t = 0. In what follows we will show

that distributions Kl(t) have finite support, and as a result, integration in (37)
is performed over finite intervals, such that the values of the smooth extension of
b(t, θ) to t > 1 are, in fact, not used at all.

Proposition 14. Convolution kernels Kl(t) given by equation (37) vanish for t < −1
in the sense of distributions, and thus integration interval in (45) can be reduced as
follows:

Rm
l (τ) =

1+τ∫
0

bml (s)Kl(τ − s)ds. (52)

Moreover, in order to compute values of Rm
l (t) in the interval t ∈ [−1, 0] using the

above formula, functions bml (t) need to be known only on the interval t ∈ [0, 1].

Proof. Consider an arbitrary C∞
0 (R×S) function b(t, θ), finitely supported in t on the

interval (0, T ) for some T > 1, and function v(b)(t, x) that is a solution to the exterior
problem in R×Bc, vanishing at t = −∞:

∂2v(b)(t,x)
∂t2 −∆v(b)(t, x) = 0, (t, x) ∈ R×Bc,

v(b)(t, x) = 0, v
(b)
t (t, x) = 0, (t, x) ∈ (−∞, 0)×Bc,

v(b)(t, θ) = b(t, θ). (t, θ) ∈ R× S.

Due to the finite speed of sound, solution v(b)(t, x) of this problem is identically zero
outside of the interior of the cone |x| ≤ t + 1. Therefore, for the exterior Radon
transform of v(b) we have

[REv(b)](t, ω, p) = 0 for p− t > 1, ω ∈ S.

In terms of Fourier coefficients of RE (see equation (50)), this implies

Rm
l (t− p) = 0 for t− p < −1, l = 0, 1, 2, 3, .., |m| ≤ l,

or, equivalently Rm
l (t) = 0 for t < −1. Values of the Fourier coefficients Rm

l (t) can be
expressed through the Fourier coefficients bml (t) of b(t, θ) by convolutions (45). Since
b(t, θ) vanishes for t < 0, coefficients bml (t) also vanish for these values of t. Therefore,
equation (45) can be re-written as follows

Rm
l (t) =

∞∫
0

bml (s)Kl(t− s)ds. (53)

Since function b(t, θ) is arbitrary, so are coefficients bml (t) (subject to conditions of
being smooth and supported on (0, T )). Then, for a fixed l,m, vanishing of Rm

l (t) for
t < −1 implies vanishing of the integral (53) for t < −1, for an arbitrary test function
bml (t). It follows that for any t < −1, distribution Kl(t− s) vanishes for all s ≥ 0. In
other words,

Kl(τ) = 0 for τ < −1, l = 0, 1, 2, 3, .., |m| ≤ l,
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as we wanted to show. This implies that the integration interval in (53) can be further
reduced, yielding equation (52). Clearly, in order to compute values of Rm

l (t) in the
interval t ∈ [−1, 0] using formula (52) functions bml (t) need to be known only on the
interval t ∈ [0, 1].This completes the proof of the proposition.

Finally, the proof of Theorem 7 results by combining the statements of
Propositions 12 and 14.

8. Remarks and conclusions

• In order to solve the exterior problem in terms of expansion in spherical
harmonics, we smoothly extended the C∞

0 (Z1) candidate function b(t, θ) to
C∞

0 (R × S). Such an extension has allowed us to obtain the expression (34)
for the exterior Radon transform of the solution v(b)(t, x), with functions Rm

l (t)
computed as convolutions (36). Such a smooth extension can be constructed
rather arbitrarily, using the Borel’s lemma. However, as proven in Proposition
14, computation of Rm

l (t) in the interval t ∈ [−1, 0] needed for Theorem 9 requires
the knowledge of the values of b(t, θ) only on C∞

0 (Z1). This eliminates any effect
of the freedom of choice of the smooth extension of b.

• The results of this paper are somewhat related to the results obtained in [11]
and [3], where in odd dimensions certain symmetries (with respect to t = 1) were
observed in the range of the wave operator and the spherical means operator.
The presence of such symmetries serves as a necessary and sufficient condition
for a function to be in the range of the corresponding operator. Results of our
paper, however, pertain to functions defined on the half-time interval t ∈ [0, 1].
They hold in both even and odd dimensions.

• We have formulated our range conditions for the wave operator. However,
related results can be obtained for the spherical means operator, by utilizing
the connection between the two problems, expressed through equations (5), (7).
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Appendix A

In this Appendix we provide a more detailed proof for the formula (38). The latter
formula gives a series solution to the exterior problem (16). Solution v(b) to this
exterior problem can be expressed using the Kichhoff’s representation as a combination
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of the single- and double- layer potentials as follows:

v(b)(t, x) =

∫
S

t∫
0

[
∂v(b)(τ, θ)

∂n(θ)
G(t− τ, x− θ)− b(τ, θ)

∂

∂n(θ)
G(t− τ, x− θ)

]
dτdθ

for x ∈ Bc and t > 0. Since G(t, x) vanishes for t < 0, the above formula still holds if
we v(b)(t, x) by 0 to t ≤ 0, and make the upper integration limit (in τ) infinite:

v(b)(t, x) =

∫
S

∫
R

[
∂v(b)(τ, θ)

∂n(θ)
G(t− τ, x− θ)− b(τ, θ)

∂

∂n(θ)
G(t− τ, x− θ)

]
dτdθ

where, with abuse of notation, we keep the same notation for the function v(b)(t, x).
The convolution represented by the inner integral can be expressed using the Fourier
transform. Namely, introduce the following notations:

Ĝ(λ, x) : = [FG](λ, θ) :=
∫
R

G(t, x)eiλtdt,

∂v̂(b)(λ, θ)

∂n(θ)
: =

[
F ∂v

(b)

∂n

]
(λ, θ) :=

∫
R

∂v(b)(t, θ)

∂n(θ)
eiλtdt.

Then

v(b)(t, x) =

∫
S

∫
R

[
∂v̂(b)(λ, θ)

∂n(θ)
Ĝ(λ, x− θ)− b̂(λ, θ)

∂

∂n(θ)
Ĝ(λ, x− θ)

]
e−iλtdλdθ

Previously, we extended b̂(λ, θ) into spherical harmonics (see equation (33)):

b̂(λ, θ) =
∑
l,m

b̂ml (λ)Ym
l (θ).

Let us also expand functions ∂v̂(b)(λ,θ)
∂n(θ) into spherical harmonics:

∂v̂(b)(λ, θ)

∂n(θ)
=
∑
l,m

dml (λ)Ym
l (θ), dml (λ) =

∫
S

∂v̂(b)(λ, θ)

∂n(θ)
Ym
l (θ)dθ.

We obtain

v(b)(t, x)

=
1

2π

∫
S

∫
R

∑
l,m

d̂ml (λ)Ym
l (θ)

 Ĝ(λ, x− θ)

−

∑
l,m

b̂ml (λ)Ym
l (θ)

 ∂

∂n(θ)
Ĝ(λ, x− θ)

 e−iλtdλdθ

=
1

2π

∫
R

∑
l,m

d̂ml (λ)

∫
S

Ym
l (θ)Ĝ(λ, x− θ)dθ

 e−iλtdλ

− 1

2π

∫
R

∑
l,m

b̂ml (λ)

∫
S

Ym
l (θ)

∂

∂n(θ)
Ĝ(λ, x− θ)dθ

 e−iλtdλ. (54)
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It is well known that the Fourier transform Ĝ(λ, x) of the fundamental solution
G(t, x) is, in fact, the fundamental solution of the Helmholtz equation, and that it
can be expressed through the Hankel function hd0(λ|x|):

Ĝ(λ, x) = c(d)hd0(λ|x|),

where c(d) is a known constant depending on dimension d. With this in mind, one
sees that the integrals∫

S

Ym
l (θ)Ĝ(λ, x− θ)dθ and

∫
S

Ym
l (θ)

∂

∂n(θ)
Ĝ(λ, x− θ)dθ

represent, respectively, a single-layer and a double-layer potentials for the Helmholtz
equation, with densities Ym

l (θ) supported on the unit sphere S. It is known (see, e.g.,
Appendix A in [24]) that the single layer potential has the following representation:∫
S

Ym
l (θ)Ĝ(λ, x− θ)dθ =(s) cml (λ)Ym

l (x̂)hdl (λ|x|), x = x̂|x|, |x| ≥ 1, (55)

where (s)cml (λ) are certain known factors. Using a similar reasoning as in [24], for
double layer potentials one obtains∫
S

Ym
l (θ)

∂

∂n(θ)
Ĝ(λ, x− θ)dθ =(d) cml (λ)Ym

l (x̂)hdl (λ|x|), x = x̂|x|, |x| ≥ 1,

(56)
where (d)cml (λ) are also known factors.

By substituting (55) and (56) into (54) one sees that the solution v(b)(t, x) can
be expressed as the following series

v(b)(t, x) =
1

2π

∫
R

∑
l,m

ψ̂m
l (λ)hdl (λ|x|)Ym

l (x̂)

 e−iλtdt, (57)

where coefficients ψ̂m
l (λ) need to be found (since the normal derivative ∂v(b)

∂n is not
known a priori). These coefficients can be determined by utilizing the boundary
condition

v(b)(t, θ) = b(t, θ) =
1

2π

∫
R

b̂(λ, θ)e−iλtdt =
1

2π

∫
R

∑
l,m

b̂ml (λ)Ym
l (θ)

 e−iλtdt, (58)

where we used equations (32) and (33).
Further, by substituting θ for x in (57) we can see that

v(b)(t, θ) =
1

2π

∫
R

∑
l,m

ψ̂m
l (λ)hdl (λ)Y

m
l (θ)

 e−iλtdt. (59)

Now, by comparing equations (58) and (59) and using the orthogonality of the

spherical harmonics one can find coefficients ψ̂m
l (λ):

ψ̂m
l (λ)hdl (λ) = b̂ml (λ) or ψ̂m

l (λ) =
b̂ml (λ)

hdl (λ)
. (60)
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Note that functions hdl (λ) do not have zeroes for real values of λ, thus justifying the
division in the above formula.

Finally, substitution of (60) into (57) results in

v(b)(t, x) =
1

2π

∫
R

∑
l,m

b̂ml (λ)
hdl (λ|x|)
hdl (λ)

Ym
l (x̂)

 e−iλtdt, (61)

which coincides with formula (38). Note that, due to the smoothness of the function
b(t, θ) the series (61) converges fast (faster than any negative power of |m|). This
justifies the interchanges of order of integrations and summations in the above
formulas.

Appendix B

We would like to prove equation (42). Equivalently, we need to show that, for t > 0,∫
Π(ω,p)

Gt(t, x− y)dx =
1

2
δ(ω · y − p− t) +

1

2
δ(ω · y − p+ t). (62)

For a fixed value of t > 0, let us evaluate the action of the distributions contained in
(62) on a test function φ(x) ∈ C∞

0 (Rd):〈
φ,

∫
Π(ω,p)

Gt(t, x− y)dx

〉
=

∫
Rd

φ(y)

 ∫
Π(ω,p)

Gt(t, x− y)dx

 dy =

∫
Π(ω,p)

s(t, x)dx,

where we interchanged the order of integrations and end where s(t, x) is defined as
follows

s(t, x) :=

∫
Rd

φ(y)Gt(t, x− y)dy.

Since the fundamental solution Gt(t, x) depends only on |x| (and t), function s(t, x)
is a solution to the following Cauchy problem in the whole space:

stt(t, x) = ∆s(t, x), (t, x) ∈ (0,∞)× Rd,

s(0, x) = φ(x), st(0, x) = 0.

Consider now the Radon transform S(t, ω, p) of s(t, x):

S(t, ω, p) =

∫
Π(ω,p)

s(t, x)dx.

As was explained previously, for a fixed ω, function S(t, ω, p) is the solution of the
wave equation in t and p given by the Kirchhoff formula

S(t, ω, p) =
1

2
(S0(p− t) + S0(p+ t))

with

S0(ω, p) = S(0, ω, p) =

∫
Π(ω,p)

s(0, y)dy =

∫
Π(ω,p)

φ(y)dy.
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Therefore,

S(t, ω, p) =

〈
φ,

∫
Π(ω,p)

Gt(t, x− y)dx

〉

=
1

2

 ∫
Π(ω,p+t)

φ(y)dy +

∫
Π(ω,p−t)

φ(y)dy


=

1

2

∫
Rd

φ(x)[δ(ω · y − p− t) + δ(ω · y − p+ t)]dy

 ,

which proves equation (62) and, thus, equation (42).

References

[1] M. Agranovsky, D. Finch, and P. Kuchment. Range conditions for a spherical mean transform.
Inverse Probl. Imaging, 3(3):373–382, 2009.

[2] M. Agranovsky, P. Kuchment, and E. T. Quinto. Range descriptions for the spherical mean
Radon transform. J. Funct. Anal., 248(2):344–386, 2007.

[3] D. Agrawal, G. Ambartsoumian, V. P. Krishnan, and Ni. Singhal. A simple range
characterization for spherical mean transform in odd dimensions and its applications. arXiv
preprint arXiv:2310.20702, 2023.

[4] G. Ambartsoumian, R. Gouia-Zarrad, V. P. Krishnan, and S. Roy. Image reconstruction from
radially incomplete spherical Radon data. European J. Appl. Math., 29(3):470–493, 2018.

[5] M. Anastasio, J. Zhang, X. Pan, Y. Zou, G. Ku, and L. V. Wang. Half-time image reconstruction
in thermoacoustic tomography. IEEE Trans. Med. Imaging, 24:199–210, 2005.

[6] E. Andrews, R. Askey, and R. Roy. Special functions. Cambridge University Press, 1999.
[7] N. Do and L. Kunyansky. Theoretically exact photoacoustic reconstruction from spatially and

temporally reduced data. Inverse Problems, 34(9):094004, 26, 2018.
[8] M. Eller, P. Hoskins, and L. Kunyansky. Microlocally accurate solution of the inverse source

problem of thermoacoustic tomography. Inverse Problems, 36(8):085012, 21, 2020.
[9] D. Finch, M. Haltmeier, and Rakesh. Inversion of spherical means and the wave equation in

even dimensions. SIAM J. Appl. Math., 68(2):392–412, 2007.
[10] D. Finch, S. K. Patch, and Rakesh. Determining a function from its mean values over a family

of spheres. SIAM J. Math. Anal., 35(5):1213–1240 (electronic), 2004.
[11] D. Finch and Rakesh. The range of the spherical mean value operator for functions supported

in a ball. Inverse Problems, 22(3):923–38, 2006.
[12] I. M. Gel’fand, M. I. Graev, and N. Ya. Vilenkin. Generalized functions. Vol. 5. Academic Press

[Harcourt Brace Jovanovich, Publishers], New York-London, 1966 [1977]. Integral geometry
and representation theory, Translated from the Russian by Eugene Saletan.

[13] I. M. Gelfand, S. G. Gindikin, and M. I. Graev. Integral geometry in affine and projective
spaces. In Current problems in mathematics, Vol. 16 (Russian), pages 53–226, 228. Akad.
Nauk SSSR, Vsesoyuz. Inst. Nauchn. i Tekhn. Informatsii, Moscow, 1980.

[14] I. M. Gelfand, S. G. Gindikin, and M. I. Graev. Selected Topics in Integral Geometry, volume
220. American Mathematical Soc., 2003.

[15] S. Helgason. The Radon transform. Birkhäuser, Berlin, second edition, 1999.
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