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Abstract

In this paper, we establish well-posedness of reflected McKean-Vlasov SDEs and their particle
approximations in smooth non-convex domains. We prove convergence of the interacting particle
system to the corresponding mean-field limit with the optimal rate of convergence. We motivate
this study with applications to sampling and optimization in constrained domains by considering
reflected mean-field Langevin SDEs and two reflected consensus-based optimization (CBO) models,
respectively. We utilize reflection coupling to study long-time behaviour of reflected mean-field SDEs
and also investigate convergence of the reflected CBO models to the global minimum of a constrained
optimization problem. We numerically test reflected CBO models on benchmark constrained opti-
mization problems and an inverse problem.
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1 Introduction

Reflected stochastic differential equations (SDEs) are used to model processes confined to a domain with
boundary, where the solution is reflected along a certain direction when it hits the boundary. At the same
time, McKean-Vlasov SDEs have coefficients with non-linear dependencies on the law of the solution.
This paper is devoted to the study of reflected McKean-Vlasov SDEs which can model systems with
constraints and mean-field interactions. We illustrate practical relevance of reflected mean-field SDEs via
problems in sampling and optimization with constraints.

Sampling and optimization problems are ubiquitous in the applied sciences and have found resurgence
due to advancements in machine learning. The relation between optimization and sampling is quite
established. While convex optimization (as well as log-concave sampling) is well-studied [48], the task of
non-convex global optimization (as well as non-log-concave sampling) poses additional challenges [29]. In
the Bayesian setting, many of the optimization problems can be posed as sampling problems. On the other
hand, many sampling techniques can be viewed as optimization in infinite dimensional setting through the
variational perspective. With regard to global optimization, metaheuristic methods are a popular class of
methods which have been used to numerically solve global optimization problems. Such methods consist
of a high-level algorithmic framework to coordinate low-level heuristics in order to efficiently explore and
exploit the solution space. Examples include particle swarm optimization [34] and differential evolution
[57] among others. While there is typically limited theoretical foundation for such models, these methods
have been found to be effective in practice [63]. We are mainly interested in optimization and sampling
techniques based on interacting particle systems driven by reflected SDEs.

Interacting particle system based methods for optimization and sampling have gained traction (see
[35, 11, 42, 24, 25, 52, 33]) due to their enhanced capability to explore a non-convex energy landscape.
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These systems are driven by SDEs and hence the tools from stochastic calculus, especially mean-field
theory [59] and stochastic numerics [47] are available to establish their convergence.

Let us discuss the contributions of this paper along with the comparison with existing literature.
We will further discuss the literature at appropriate places later in the paper. Here, we give a high-
level overview. In the paper, we first establish existence and uniqueness of reflected McKean-Vlasov
SDEs and their particle approximations in a non-convex domain setting (Section 3). The well-posedness
was shown in a convex domain setting in [1] and in a non-convex setting, but allowing only first order
interaction, in [58]. In [64] well-posedness was also considered in a non-convex domain setting but for
McKean-Vlasov SDEs with singular drift and extra conditions on the diffusion coefficient. Our next
result is convergence of interacting particle system towards its mean-field limit with the optimal rate of
convergence (Section 4). The assumptions that we impose for well-posedness and particle convergence
are general enough that many models which have been studied in Rd (see e.g. [11, 24, 12, 19]) can be
reformulated in the framework of reflected McKean-Vlasov SDEs to handle constraints. We provide three
illustrations for application of reflected McKean-Vlasov SDEs to sampling and optimization. The first one
is reflected mean-field Langevin dynamics (Section 2.1) for which we employ reflection coupling to study
its long-time behavior and obtain non-asymptotic bounds (Section 5.1). In the convex domain setting,
this study was conducted in [65]. The second class of models we consider is consensus-based optimization
(CBO) models (Section 2.2) for which we establish convergence to the global minimum (Section 5.2). We
add a repelling force in the CBO model to enhance exploration (Section 2.2.2) and observe its benefits
in numerical testing on the Rosenbrock function (Section 6.5). We test two discretization schemes for
reflected SDEs, namely the penalty and projection schemes, to implement the CBO models for a few
benchmark constraint optimization problems including an inverse problem (Section 6).

A natural question that arises is why one would formulate optimization and sampling problems with
constraints in the setting of reflected SDEs. We first mention other strategies which have been proposed
and employed to handle constraints in the literature on interacting particle system driven by SDEs for
the purpose of optimization and sampling. In [8], a CBO model is considered where a penalty function
is added to the objective function f , which penalizes the objective when points are outside the feasible
set Ḡ (f is defined on Rd). For a penalization multiplier ϵ > 0, the following unconstrained problem is
considered:

min
x∈Rd

P (x; ϵ), (1.1)

where P (x; ϵ) = f(x)+ϵr(x) with r(x) > 0 if the feasible set Ḡ is violated else it is zero. An Euler scheme
is applied to simulate the corresponding particle system. Convergence of the algorithm to the optimal
solution is shown, both when the exact penalty parameter ϵ is known, and also when it is iteratively
updated. In [15], like [8], the authors also use a penalized objective function presenting several numerical
experiments. In [3], a projection technique is considered for discrete time CBO model driven by common
noise. It is observed in numerical tests on benchmark functions that common noise may result in less
exploration producing a sub-standard performance (see [33]). In the case of ensemble Kalman inversion,
which is again an interacting particle based optimization method for inverse problems (see e.g. [31]), in
[16] box constraints are handled using projection scheme and in [28] a log-barrier penalty is added to deal
with inequality constraints defining the convex feasible region.

We now illustrate with a simple example to highlight why reflected SDEs (i.e., Skorokhod’s dynamics)
are the natural candidate to handle constraints in models arising not only in biological and physical
sciences but also in models underlying sampling and optimization techniques. Suppose we are interested
in minimizing a continuously differentiable Lipschitz function f : Ḡ→ R whereG ⊂ Rd is a convex domain
with boundary ∂G, and xmin = argminx∈Ḡf(x) is the unique global minimum. In the continuous-time
setting, we can employ the following gradient dynamics posed as Skorokhod’s problem:

dX(t) = −∇f(X(t))dt+ dK(t), X(0) ∈ G,

where K(t) is a finite variation non-increasing process which increases only when X(t) ∈ ∂G. We call the
pair (X(t),K(t)) the solution of the Skorokhod problem, whose existence and uniqueness in the convex
domain setting is proved by Tanaka [60]. The process K(t) can be written as

K(t) =

∫ t

0

I∂G(X(s))ν(X(s))d|K|(s),
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where |K|(t) is the total variation of K(t) and ν(x) belongs to the set of inward normals at x ∈ ∂G.
Using the chain rule, we get

d|X(t)− xmin|2 = −2
(
(X(t)− xmin) · ∇f(X(t))

)
dt+ 2I∂G(X(t))

(
(X(t)− xmin) · ν(X(t))

)
d|K|(t).

Note that ν is the inward normal of the convex domain G, and if we take f to be strongly convex, then
we have for some κ > 0(

(X(t)− xmin) · ∇f(X(t))
)
≥ κ|X(t)− xmin|2 and I∂G(X(t))

(
(X(t)− xmin) · ν(X(t))

)
≤ 0.

This results in d|X(t) − xmin|2 ≤ −2κ|X(t) − xmin|2dt and hence |X(t) − xmin|2 ≤ |X(0) − xmin|2e−2κt.
It means as t→ ∞, X(t) → xmin.

In a similar manner, if f and G are such that

(∇f(x) · ν(x)) ≤ 0, x ∈ ∂G, (1.2)

then via chain rule we have d(f(X(t)) − f(xmin)) ≤ −|∇f(X(t))|2dt. If, in addition, we assume that
Polyak’s inequality holds for f with constant η > 0, then d(f(X(t))−f(xmin)) ≤ −η(f(X(t))−f(xmin))dt
and hence (f(X(t))− f(xmin)) ≤ f(X(0))− f(xmin))e

−ηt.
Although above we have taken the example of deterministic convex optimization, it conveys the

strategy of using reflected dynamics. In contrast to the approaches of penalizing the objective function
(see e.g. [15, 8, 3]), here we do not need to modify f(x), noting that modifying f(x) so that it preserves
the global optimum within/near the constraint set Ḡ is not a trivial task, especially in high dimensions.
Moreover, introducing artificial barriers in the objective function typically leads to SDEs with their
coefficients taking very large values outside the domain Ḡ (effectively, making the SDEs very stiff) which
in turn requires use of numerical methods approximating these stiff SDEs with small time steps or of
complex nature. This problem does not arise within the reflected SDEs setting considered in this work.

Further, as it has been seen from the above example, we can split our analysis into two steps. In
the first step, we establish convergence of continuous-time dynamics to the desired quantity, which can
be the global minimum in an optimization scenario or a functional of the desired measure in the case
of sampling. The next step is to approximate these continuous-time reflected dynamics, for which a
plethora of numerical discretization schemes are available to us. Each of these schemes can be considered
as an optimization or sampling technique. For weak-sense approximation (i.e. approximating expectation
of function of dynamics with sufficiently large class of functions), we have Lepingle’s procedure in the
half space setting [39], Milstein’s change of coordinates scheme [46], the half-space Euler scheme [26],
symmetrized-reflected scheme [9, 36], and specularly reflected scheme [37]. All these numerical schemes
are analyzed in a non-convex setting except [39]. For mean-square (strong) approximation, we have
the projection scheme [49, 56] and the penalty scheme [56]. We mention that projection and penalty
schemes have only been analyzed in the convex bounded domain setting, and even then with suboptimal
convergence rate (except when the domain is a convex polytope). We note that study of numerical
approximation of reflected SDEs is not the aim of this paper, rather we are interested in well-posedness
of mean-field SDEs, their particle approximation, and their large time behavior.

In Section 2, we establish notation and introduce the set-up of reflected non-linear (in the sense of
McKean) SDEs and describe applications to sampling and optimization. We establish well-posedness in
Section 3 and prove propagation of chaos in the strong sense in Section 4. We devote Section 5 to large
time investigation of reflected mean-field SDE with additive noise and CBO models. The last section
(Section 6) contains several numerical experiments to validate the performance of CBO models with
convex as well as non-convex constraints.

2 Reflected McKean-Vlasov SDEs

In this section, we first introduce reflected mean-field SDEs and their particle approximation. Then we
illustrate their applications in solving constrained optimization and sampling problems.

Let P(Ḡ) be the space of probability measures on Ḡ and b : R+ × Ḡ × P(Ḡ) → Rd and σ : R+ ×
Ḡ × P(Ḡ) → Rd×d. We will impose conditions on these coefficients later. By ν(x) denote the unit
inward normal at point x belonging to boundary ∂G. Let (Ω,F ,P) be a complete, sufficiently rich
probability space and Ft, 0 ≤ t ≤ T , be a filtration satisfying the usual hypothesis. Let (W (t),Ft)
and (W(t),Ft) be standard d-dimensional and Nd-dimensional Wiener processes, respectively, with
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W(t) = (W 1(t), . . . ,WN (t))T , where W i(t) are independent standard d-dimensional Wiener processes.
We will also use the notation: FW

t is the natural filtration for the Wiener process W (t) and FW
t is the

natural filtration for the Wiener process W(t).
Consider a non-linear (in the sense of McKean) Markov process evolving on Ḡ driven by the SDEs

X(t) = X(0)+

∫ t

0

b(s,X(s),LX(s))ds+

∫ t

0

σ(s,X(s),LX(s))dW (s)+

∫ t

0

ν(X(s))I∂G(X(s))dL(s), (2.1)

where LX(s) is the time marginal law of X(s), and L(s) is a scalar non-decreasing process which increases

only when X(s) ∈ ∂G (see the precise definition in e.g. [41, 32, 22]): L(t) =
∫ t
0
I∂G

(
X(s)

)
dL(s) a.s. We

also note (see [41]) that the integral form of the local time term of (2.1),K(t) =
∫ t
0
ν(X(s))I∂G

(
X(s)

)
dL(s),

is a d-dimensional bounded variation process which increases only when X(s) ∈ ∂G.
The first step towards implementation of models based on (2.1) is their particle approximation. Let

δx be the Dirac measure defined as δx(A) = IA(x) with A being a measurable set and, for a collection of
random variables written in the tuple form as Z = (Z1, . . . , ZN )⊤, define the empirical measure

µ̂Z =
1

N

N∑
i=1

δZi . (2.2)

The system of N interacting particles takes the form

Xi,N (t) = Xi,N (0) +

∫ t

0

b
(
s,Xi,N (s), µ̂XN (s)

)
ds+

∫ t

0

σ
(
s,Xi,N (s), µ̂XN (s)

)
dW i(s)

+

∫ t

0

ν(Xi,N (s))I∂G(X
i,N (s))dLi,N (s), (2.3)

where XN (t) = (X1,N (t), . . . , XN,N (t))⊤ and Li,N (t) is the local time of the i-th particle on the boundary
∂G. In Section 3, we establish well-posedness of (2.1) and (2.3) under some general assumptions on the
coefficients and the domain, and in Section 4, we prove convergence of the particle system to its mean-field
limit (2.1). In Section 5.1, we study large-time behaviour of (2.1) with σ ≡ I via reflection coupling.

Different choices of b and σ in (2.1) can lead to different models for solving constrained optimization
and sampling problems. In Section 2.1, we present reflected mean-field Langevin SDEs which can be
used for sampling from non-linear measure with compact support. In Sections 2.2.1 and 2.2.2, based on
(2.1), we present two optimization methods of the CBO-type which we later analyze. The CBO methods
are derivative-free. Although we present mean-field Langevin and CBO-type models as examples of
reflected mean-field SDEs, we highlight that one can also write reflected versions of other interacting
particle based sampling and optimization models for which our results on well-posedness from Section 3
and convergence of the particle approximation with the optimal rate from Section 4 hold by verifying
the assumptions without difficulty. Ensemble Kalman-Langevin sampler is proposed for sampling in
[24]. Its dynamics orchestrate the interaction among particles via ensemble covariance matrix and also
utilize gradient information, making it a gradient based method. The model can be used for constrained
sampling by formulating it within the reflected SDEs setting and can also be turned into a constrained
optimization model by exploiting the fact that the measure concentrates on the global minimum for lower
temperature. Hence, in this case, this model can be written in the form (2.3). The same can be said
for swarm gradient dynamics with measure dependent annealing studied in [19] and swarm dynamics
of [7] which can be put in the framework of reflected SDEs for constrained optimization. As already
mentioned, since we prove our results of well-posedness of reflected McKean-Vlasov SDEs and interacting
particle system in Section 3 and propagation of chaos result in Section 4 for general SDEs, these results
are applicable to all the above mentioned additional models without any difficulty. These existence and
convergence results will also hold true, with minor modifications, for reflected versions of mean-field ODE
based models like the Stein variational gradient descent [42] and ensemble Kalman inversion (noise free
setting) [52, 53] for sampling and optimization, respectively.

2.1 Reflected mean-field Langevin dynamics

Consider the following mean-field Langevin dynamics with reflection:

dX(t) = −∇U(X(t))dt−
∫
Ḡ

∇V (X(t)− y)LX(t))(dy) + σdW (t) + ν(X(t))dL(t), (2.4)
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where U : Ḡ→ R is an external potential, V : Ḡ→ R is an interaction potential, and σ > 0. The primary
motivation for this model comes from statistical physics. In Rd its well-posedness and convergence to
equilibrium were studied in [43, 14]. This object has recently gathered more interest due to its link to
the mean-field point of view on neural networks [55, 44, 30]. Empirical investigation in [38] suggests that
constraint training of neural network can avoid over-fitting and provide stability. In the mean-field point
of view, the problem of training a two-layer wide network with constraints can be posed as the mean-field
reflected dynamics (2.4).

Let us denote by (V ∗ µ)(x) the convolution
∫
Ḡ
V (x− y)µ(dy). The nonlinear measure given by

µ̃ ∝ exp
(
− 2

σ2

(
U + V ∗ µ̃

))
(2.5)

is invariant for the non-linear Markov processes evolving according to the mean-field Langevin dynamics
(2.4) on Ḡ. This can be confirmed by checking that the density ρ of the measure µ satisfies the (non-linear)
stationary Fokker-Plank equation:

−∇ · (ρ(x)b(x, ρ)) + σ2

2
∆ρ(x) = 0, x ∈ G (2.6)

with boundary condition:

σ2

2
(∇ρ(x) · ν(x))− (b(x, ρ) · ν(x))ρ(x) = 0, x ∈ ∂G, (2.7)

where b(x, ρ) = −∇U(x)−
∫
Ḡ
∇V (x− y)ρ(y)dy. Long-time simulation of the non-linear SDEs (2.4) can

produce samples from the implicitly defined measure (2.5) supported on Ḡ. If the coefficients satisfy
Assumption 4.1 then it ensures the optimal rate of convergence for particle approximation to mean-field
limit (see Theorem 4.1). The result regarding weak convergence towards equilibrium of Section 5.1 holds
for (2.4) allowing for non-convex potentials U and V .

2.2 Reflected consensus-based models

In this section we consider consensus-based models in the form of reflected SDEs which can be used for
solving the constrained optimization problem:

min
x∈Ḡ

f(x), (2.8)

where f : Ḡ→ [0,∞) is an objective function (which can be non-convex) and G ⊂ Rd is a bounded domain
with a sufficiently smooth boundary ∂G. Since Ḡ is compact, f obtains its infimum and supremum over
Ḡ.

Assumption 2.1 (Objective function). (i) The objective function satisfies

fmin := inf
x∈Ḡ

f(x) > 0, (2.9)

and the minimizer of f , denoted as xmin is unique, i.e., there is only xmin ∈ Ḡ such that f(xmin) = fmin.
(ii) There exists Lf > 0 such that

|f(x)− f(y)| ≤ Lf |x− y| , (2.10)

for all x, y ∈ Ḡ.

We denote the supremum of f as
fmax = sup

x∈Ḡ
f(x). (2.11)
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2.2.1 Reflected consensus-based optimization

In [51], the metaheuristic method of consensus-based optimization (CBO) was introduced. In this model,
the energy landscape of the objective function is explored by N interacting particles. Each particle
broadcasts its current location to the other particles via an average location, which is weighted according
to the energy landscape: particles where the objective function is small are given higher weights than
those where the objective function is large. The position of each particle updates continuously so that
each particle drifts towards this weighted average, whilst also exploring its current neighbourhood through
random perturbations. These dynamics allow for the continuous-time formulation of the CBO model via
SDEs. The mathematical framework for CBO has been developed in [11, 13, 27, 33]. A survey on the
topic is available in [61].

Let us present the reflected version of mean-field consensus-based dynamics (see also [4]):

dX(t) = −β(X(t)− X̄(t))dt+ σDiag(X(t)− X̄(t))dW (t) + ν(X(t))I∂G (X(t))dL(t), (2.12)

where the weighted mean X̄(t) (depending on the objective f and some α > 0) is

X̄(t) := X̄(LX(t)) =

∫
Ḡ
xe−αf(x)LX(t)(dx)∫

Ḡ
e−αf(x)LX(t)(dx)

, (2.13)

β > 0 and σ > 0 are constant (see a discussion in [33] on potential benefits of choosing them dependent
on time). The relationship between β and σ required for convergence of X(t) to the global minimum
xmin will be established within convergence analysis in Section 5.2.

The particle approximation of (2.12) is given by

dXi,N (t) = −β(Xi,N (t)− X̄N (t))dt+ σDiag(Xi,N (t)− X̄N (t))dW i(t)

+ ν(Xi,N (t))I∂G(X
i,N (t))dLi,N (t), Xi,N (0) = Xi,N

0 , (2.14)

where the weighted mean X̄N (t) is

X̄N (t) := X̄N,f,α(t) :=

∑N
i=1X

i,N (t)e−αf(X
i,N (t))∑N

i=1 e
−αf(Xi,N (t))

, (2.15)

which we will refer to as the particles’ consensus. In corresponding particles system (2.14), the particles
interact with each other via (2.15) and try to realize a uniform consensus.

Constrained CBO has been considered in [8, 3, 15]. The distinction of our work lies in the fact
that we encode the constraints into the continuous-time model with the use of reflected SDEs. While
completing this work, we became aware of the paper [4], where the model (2.12) is also considered. In
the convex domain setting, well-posedness, convergence of particle approximation and convergence of
CBO model to its global minimum are shown in [4] using Tanaka’s trick (note that for more general
mean-field SDE in convex domains well-posedness and propagation of chaos were earlier proved in [1]).
Here, we consider CBO and its new modified version with repelling forces in next subsection as examples
and prove well-posedness and convergence of particle system in non-convex domains satisfying uniform
exterior sphere condition. For showing convergence to global minimum, we switch to a convex setting and
employ techniques introduced in [13]. We discuss in detail the reasoning behind moving to the convex
setting in Section 5.2 and provide useful insight for further development of CBO models. In addition to
the projection numerical method for approximating reflected SDEs (also used in [4]), we also investigate
performance of the penalty scheme for constrained optimization.

2.2.2 Reflected consensus-based optimization with attracting and repelling forces

In the reflected CBO model (2.12), the particles are attracted towards its weighted mean portraying
exploiting behavior based on already searched space, and the exploration is achieved thanks to noise
induced by independent Brownian motions driving each particle. In [33], the exploration is enhanced by
adding compound Poisson processes. Another way to facilitate exploration is by incorporating repelling
forces among particles with a decaying parameter. The model embodying both attractive and repelling
behavior takes the form

dX(t) = −β(X(t)− X̄(t))dt+ λ(t)

∫
Rd

(X(t)− y) exp
(
− 1

2
|X(t)− y|2

)
LX(t)(dy)dt

+ σDiag(X(t)− X̄(t))dW (t) + ν(X(t))I∂G (X(t))dL(t), (2.16)

6



and its particle approximation is given by

dXi,N (t) = −β(Xi,N (t)− X̄N (t))dt+
λ(t)

N

N∑
j=1

(Xi,N (t)−Xj,N (t)) exp
(
− 1

2
|Xi,N (t)−Xj,N (t)|2

)
dt

+ σDiag((Xi,N (t)− X̄N (t)))dW i(t) + ν(Xi,N (t))I∂G (Xi,N (t))dLi,N (t). (2.17)

Here β > 0 and σ > 0 are constant, and λ(t) ≥ 0 is a decreasing function of t and preferably should have
exponential decay in later steps of the method. The repelling force between any two particles decays
with increase of the distance between the two particles to ensure there is no explosion in the dynamics.
When particles are close to each other they experience more repelling to avoid collapse of the ensemble
at a local minimum. The relation among β, σ and λ will be discussed in Section 5.2.

3 Well-posedness results

In this section, we aim to show: (i) well-posedness of the mean-field SDEs (2.1) (existence and uniqueness;
Section 3.1) and (ii) well-posedness of the particle system (2.3) (existence and uniqueness; Section 3.2).
We also verify (Section 3.3) that the assumptions imposed on the coefficients of (2.1) and on the domain
G under which these well-posedness results hold are satisfied for the two CBO models from Sections 2.2.1
and 2.2.2.

3.1 Well-posedness of reflected McKean-Vlasov SDEs

If G were a convex domain, then it is easier to deal with the local time term in (2.1) using Tanaka’s trick
[60] which is exploited in the McKean-Vlasov setting in [1]. Here we do not assume that G is convex, but
instead assume that G is bounded and rely on the boundary ∂G satisfying the uniform exterior sphere
condition. Sznitman [58] considered this case of non-convex G but only for a first-order interaction. Note
that the optimization and sampling models discussed in Section 2 do not fall into this category, and hence
we study the general mean-field SDEs (2.1).

The standard way to prove existence and uniqueness is to appeal to a fixed point argument. To do
this, one shows that the map from an arbitrary measure to the measure of the solution of the mean-field
SDEs constructed from the arbitrary measure is a contraction. In our setting, this standard fixed-point
argument can be used. The existence and uniqueness of a fixed point corresponds to the existence and
uniqueness of a solution to the reflected mean-field SDEs (2.1).

For a measurable space S, let P(S) denote the space of probability measures on S. We let C =
C(R+, Ḡ), equipped with the Borel σ-algebra generated by the uniform norm topology, and letM = P(C).
For a measure µ ∈ M, we denote by µt its projection onto P(Ḡ) at time t, i.e. its marginal:

µt(A) =

∫
C
IA(wt)dµ(w), A ∈ B(Ḡ). (3.1)

For two measures, µ1, µ2 ∈ P(Ḡ), let Wp be the Wasserstein p-metric defined as

Wp(µ
1, µ2) := inf

γ∈Γ(µ1,µ2)

[ ∫
Ḡ×Ḡ

|x− y|p dγ(x, y)
] 1

p

, (3.2)

where Γ(µ1, µ2) denotes the set of couplings between µ1 and µ2.

Assumption 3.1. The domain G ⊂ Rd is bounded and its boundary ∂G is C3.

The smoothness of the boundary assumed here is required so that the distance function to the bound-
ary of G, d(·, ∂G), defined on a neighbourhood of ∂G is C2 (see [54, Section 3, Lemma 1]). We make use
of this in Theorem 3.1.

Assumption 3.2 (Uniformly Lipschitz in space and measure). There exists L > 0 such that for all t ≥ 0∣∣b(t, x, µ1)− b(t, y, µ2)
∣∣+ ∣∣σ(t, x, µ1)− σ(t, y, µ2)

∣∣ ≤ L(|x− y|+W4(µ
1, µ2)), ∀x, y ∈ Ḡ, ∀µ1, µ2 ∈ P(Ḡ).

(3.3)

Also, the coefficients b(t, x, µ) and σ(t, x, µ) are continuous in t.
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Since ∂G is sufficiently smooth, it satisfies the uniform exterior sphere condition. That is, there exists
R0 > 0 such that ∀x ∈ ∂G,

B̄(x−R0ν(x), R0) ∩ ∂G = {x},

where B̄(x,R0) denotes the closed ball of radius R0 centred at x and ν(x) is the inward normal vector
field at x ∈ ∂G. The constant r is called the uniform exterior sphere constant of G. This is equivalent to
the following condition:

∃c > 0, ∀x ∈ ∂G, ∀y ∈ Ḡ, c |x− y|2 ≥ (x− y)⊤ν(x), (3.4)

see for example [50]. The constant c is related to the uniform exterior sphere constant by c = 1
2R0

.

Theorem 3.1. Let Assumptions 3.1 and 3.2 hold. There exists a unique pair of continuous FW
t -adapted

processes (X(t), L(t)) such that (i) X(t) ∈ Ḡ for all t ≥ 0; (ii) L(t) is non-decreasing with L(0) = 0 and
for all t ≥ 0,

L(t) =

∫ t

0

I∂G(X(s))dL(s); (3.5)

and (iii) for all t ≥ 0,

X(t) = X(0) +

∫ t

0

b(s,X(s),LX(s))ds+

∫ t

0

σ(s,X(s),LX(s))dW (s) +

∫ t

0

ν(X(s))dL(s). (3.6)

Such a theorem is proved in [58] in the case of first-order interaction rather than (2.1). Our proof of
Theorem 3.1 borrows certain arguments and notation from [58] which also draws techniques from [41] to
deal with the local time term.

Proof of Theorem 3.1. For brevity, we denote Xs := X(s), Ws :=W (s), and Ls := L(s).
Consider the map Φ : M → M defined by Φ(µ) = LY µ where LY µ , is the law of {Y µt }t≥0 which is

defined as

Y µt = X0 +

∫ t

0

b(s, Y µs , µs)ds+

∫ t

0

σ(s, Y µs , µs)dW (s) +

∫ t

0

ν(Y µs )I∂G (Y µt )dL(s). (3.7)

The process Y is decoupled from its own measure and, as such, is just an ordinary reflected SDE. The
existence and uniqueness of a solution to (3.7) is proved in [41] when the coefficients b and σ are defined
on the whole space Rd. We note that we can extend our coefficients smoothly to the whole space, and
the choice of extension does not affect the solution Y µ. Hence, the map Φ is well-defined. From the
definition of Φ, if Φ has a unique fixed point, then the processes associated with this fixed point are the
unique solution to (2.1). Our objective is to show that there exists a unique fixed point by demonstrating
that, for some j, the j-fold composition, Φj , is a contraction.

Let us fix an arbitrary T > 0 and consider the space CT = C([0, T ], Ḡ) and MT := P(CT ) equipped
with the metric

DT (µ
1, µ2) = inf

γ∈Γ(µ1,µ2)

[ ∫
CT×CT

(
sup
s≤T

|X(s)− Y (s)|
)4
dγ(X,Y )

] 1
4

.

Note that DT is the Wasserstein 4-distance with respect to the norm sups≤T |X(s)|, X ∈ CT . Complete-
ness of the space (MT , DT ) follows from separability and completeness of (CT , sups≤T |X(s)− Y (s)|)
[5, 6].

Lemma 3.1. Under Assumptions 3.1 and 3.2, there exists KT > 0 such that for all µ1, µ2 ∈ M,

D4
T

(
Φ(µ1),Φ(µ2)

)
≤ KT

∫ T

0

D4
u(µ

1, µ2)du. (3.8)

Once the lemma is proved, we can apply (3.8) twice to yield

D4
T

(
Φ(Φ(µ1)),Φ(Φ(µ2))

)
≤ KT

∫ T

0

D4
t1

(
Φ(µ1),Φ(µ2)

)
dt1 ≤ K2

T

∫ T

0

∫ t1

0

Dt2(µ
1, µ2)dt2dt1. (3.9)
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Continuing in this way for the j-fold composition Φj , we obtain

D4
T

(
Φj(µ1),Φj(µ2)

)
≤ Kj

T

∫ T

0

∫ t1

0

· · ·
∫ tj−1

0

D4
tj (µ

1, µ2)dtj · · · dt1. (3.10)

Changing the order of integration yields

D4
T

(
Φj(µ1),Φj(µ2)

)
≤ Kj

T

∫ T

0

∫ T

tj

· · ·
∫ T

t2

D4
tj (µ

1, µ2)dt1 · · · dtj (3.11)

= Kj
T

∫ T

0

(T − tj)
j−1

(j − 1)!
D4
tj (µ

1, µ2)dtj ≤
(KTT )

j

j!
D4
T (µ

1, µ2). (3.12)

Hence, if we choose j large enough such that

(KTT )
j

j!
< 1,

it follows that Φj is a contraction and Φ has a unique fixed point, as required to complete the proof.

We now prove Lemma 3.1.

Proof of Lemma 3.1. Let µ1, µ2 ∈ M and define the processes Y 1
t := Y µ

1

t , Y 2
t := Y µ

2

t via (3.7). Let
d(·, ∂G) denote the distance to the boundary of G, defined on some neighborhood of ∂G within G and
let the function g(·) be a smooth, bounded extension of it to the whole space. Then Ito’s formula gives

g(Y it ) = g(X0) +

∫ t

0

∇g(Y is )⊤b(s, Y is , µis) +
1

2
tr[σ(s, Y is , µ

i
s)

⊤∇2g(Y is )σ(s, Y
i
s , µ

i
s)]ds (3.13)

+

∫ t

0

∇g(Y is )⊤σ(s, Y is , µis)dWs +

∫ t

0

∇g⊤(Y is )ν(Y is )dLs (3.14)

for i = 1, 2, where ∇2 denotes the Hessian. Noting that ∇g = ν on ∂G, we have∫ t

0

∇g⊤(Y is )ν(Y is )dLs = Lt. (3.15)

Hence,

g(Y it ) = g(X0) +

∫ t

0

(
∇g(Y is )⊤b(s, Y is , µis) +

1

2
tr[σ(s, Y is , µ

i
s)

⊤∇2g(Y is )σ(s, Y
i
s , µ

i
s)]
)
ds (3.16)

+

∫ t

0

∇g(Y is )⊤σ(s, Y is , µis)dWs + Lt, (3.17)

In the interest of brevity, we write this as

git = g0 +

∫ t

0

(
∇gis

⊤
bis +

1

2
tr[σis

⊤∇2gisσ
i
s]
)
ds+

∫ t

0

∇gis
⊤
σisdWs + Lit, i = 1, 2. (3.18)

Let c > 0 be the uniform exterior sphere constant from (3.4). By Ito’s formula, we have

exp{−2c(g1t + g2t )} = exp{−4cg0}+
∫ t

0

exp{−2c(g1s + g2s)}
(
− 2cb̃s + 2c2σ̃sσ̃

⊤
s

)
ds

−
∫ t

0

2c exp{−2c(g1s + g2s)}σ̃dWs −
∫ t

0

2c exp{−2c(g1s + g2s)}[dL1
s + dL2

s], (3.19)

where

b̃s = (∇g1s)⊤b1s + (∇g2s)⊤b2s +
1

2
tr[(σ1

s)
⊤∇2g1sσ

1
s + (σ2

s)
⊤∇2g2sσ

2
s ], σ̃s = (∇g1s)⊤σ1

s + (∇g2s)⊤σ2
s . (3.20)
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Also,∣∣Y 1
t − Y 2

t

∣∣2 =

∫ t

0

2(Y 1
s − Y 2

s )
⊤(b1s − b2s) + tr[(σ1

s − σ2
s)

⊤(σ1
s − σ2

s)]ds

+

∫ t

0

2(Y 1
s − Y 2

s )
⊤(σ1

s − σ2
s)dWs +

∫ t

0

2(Y 1
s − Y 2

s )
⊤[ν(Y 1

s )dL
1
s − ν(Y 2

s )dL
2
s]. (3.21)

Then, for the product, Ito’s formula yields

exp{−2c(g1t + g2t )}
∣∣Y 1
t − Y 2

t

∣∣2
= 2

∫ t

0

exp{−2c(g1s + g2s)}(Y 1
s − Y 2

s )
⊤[(b1s − b2s)ds+ (σ1

s − σ2
s)dWs + ν(Y 1

s )dL
1
s

− ν(Y 2
s )dL

2
s] +

∫ t

0

exp{−2c(g1s + g2s)}tr[(σ1
s − σ2

s)
⊤(σ1

s − σ2
s)]ds

− 2c

∫ t

0

∣∣Y 1
s − Y 2

s

∣∣2 exp{−2c(g1s + g2s)}[b̃sds+ σ̃⊤
s dWs + dL1

s + dL2
s]

+ 2c2
∫ t

0

exp{−2c(g1s + g2s)}
∣∣Y 1
s − Y 2

s

∣∣2 σ̃sσ̃⊤
s ds

− 4c

∫ t

0

exp{−2c(g1s + g2s)}(Y (s)1 − Y 2
s )

⊤(σ1
s − σ2

s)σ̃
⊤ds. (3.22)

From the uniform exterior sphere condition (3.4), we have

−c
∣∣Y 1
s − Y 2

s

∣∣2 + (Y 1
s − Y 2

s )
⊤ν(Y 1

s ) ≤ 0,−c
∣∣Y 1
s − Y 2

s

∣∣2 + (Y 2
s − Y 1

s )
⊤ν(Y 2

s ) ≤ 0, a.s. (3.23)

To ease notation, let us denote κ(s) := exp{−2c(g1s+g
2
s)}, and note that κ is bounded since g is bounded.

Then,

κ(t)
∣∣Y 1
t − Y 2

t

∣∣2 ≤ 2

∫ t

0

κ(s)(Y 1
s − Y 2

s )
⊤[(b1s − b2s)ds+ (σ1

s − σ2
s)dWs]

+

∫ t

0

κ(s)tr[(σ1
s − σ2

s)
⊤(σ1

s − σ2
s)]ds− 2c

∫ t

0

∣∣Y 1
s − Y 2

s

∣∣2 κ(s)[b̃sds+ σ̃⊤
s dWs]

+ 2c2
∫ t

0

κ(s)
∣∣Y 1
s − Y 2

s

∣∣2 σ̃sσ̃⊤
s ds− 4c

∫ t

0

κ(s)(Y (s)1 − Y 2
s )

⊤(σ1
s − σ2

s)σ̃
⊤
s ds.

(3.24)

Squaring both sides and applying the Cauchy-Schwarz inequality twice, we obtain for some constant
K > 0∣∣Y 1

t − Y 2
t

∣∣4 ≤ K

[∫ t

0

[
(Y 1
s − Y 2

s )
⊤(b1s − b2s)

]2
ds+

∫ t

0

[
tr[(σ1

s − σ2
s)

⊤(σ1
s − σ2

s)]
]2
ds

+

∫ t

0

∣∣Y 1
s − Y 2

s

∣∣4 ds+ ∫ t

0

[
(Y (s)1 − Y 2

s )
⊤(σ1

s − σ2
s)σ̃s

]2
ds

+

(∫ t

0

κ(s)(Y 1
s − Y 2

s )
⊤(σ1

s − σ2
s)dWs

)2

+

(∫ t

0

κ(s)
∣∣Y 1
s − Y 2

s

∣∣2 σ̃sdWs

)2
]
, (3.25)

where we use the fact that κ(s) is bounded by definition, and b̃ and σ̃ are bounded on Ḡ. Then, taking
the supremum over [0, t] and taking expectation, we get

E sup
u≤t

∣∣Y 1
u − Y 2

u

∣∣4 ≤ K

[
E sup
u≤t

(∫ u

0

[
(Y 1
s − Y 2

s )
⊤(b1s − b2s)

]2
ds+

∫ u

0

[
tr[(σ1

s − σ2
s)

⊤(σ1
s − σ2

s)]
]2
ds

+

∫ u

0

∣∣Y 1
s − Y 2

s

∣∣4 ds+ ∫ u

0

[
(Y 1
s − Y 2

s )
⊤(σ1

s − σ2
s)σ̃s

]2
ds

)
+ E sup

u≤t

(∫ u

0

κ(s)(Y 1
s − Y 2

s )
⊤(σ1

s − σ2
s)dWs

)2

+ E sup
u≤t

(∫ u

0

κ(s)
∣∣Y 1
s − Y 2

s

∣∣2 σ̃sdWs

)2
]
. (3.26)

10



The Riemann integrals have non-negative integrands so their supremum is reached at t. Meanwhile, we
use Doob’s maximal inequality followed by the Ito isometry for the Ito integrals, which yields

E sup
u≤t

∣∣Y 1
u − Y 2

u

∣∣4 ≤ KE
(∫ t

0

[
(Y 1
s − Y 2

s )
⊤(b1s − b2s)

]2
ds+

∫ t

0

[
tr[(σ1

s − σ2
s)

⊤(σ1
s − σ2

s)]
]2
ds

+

∫ t

0

∣∣Y 1
s − Y 2

s

∣∣4 ds+ ∫ t

0

[
(Y (s)1 − Y 2

s )
⊤(σ1

s − σ2
s)σ̃s

]2
ds

+

∫ t

0

E
[
(Y 1
s − Y 2

s )
⊤(σ1

s − σ2
s)
]2
ds+

∫ t

0

E
∣∣Y 1
s − Y 2

s

∣∣4 ds), (3.27)

where again we have used boundedness of κ(s) and σ̃. Now using the Cauchy-Schwarz inequality and the
Assumption 3.2, we obtain

E sup
u≤t

∣∣Y 1
u − Y 2

u

∣∣4 ≤ KE
(∫ t

0

∣∣Y 1
s − Y 2

s

∣∣2 ∣∣b1s − b2s
∣∣2 + ∣∣Y 1

s − Y 2
s

∣∣2 ∣∣σ1
s − σ2

s

∣∣2
+
∣∣Y 1
s − Y 2

s

∣∣4 + ∣∣σ1
s − σ2

s

∣∣4 ds) (3.28)

≤ K

(∫ t

0

E
∣∣Y 1
s − Y 2

s

∣∣4 +W4
4 (µ

1
s, µ

2
s)ds

)
. (3.29)

Note that (Y 1
s − Y 2

s )
⊤(σ1

s − σ2
s)σ̃ ≤

∣∣Y 1
s − Y 2

s

∣∣ ∣∣σ1
s − σ2

s

∣∣ follows from application of the Cauchy-Schwarz
inequality, the operator norm being bounded by Frobenius norm, and σ̃ being bounded. Then,

E sup
u≤t

∣∣Y 1
u − Y 2

u

∣∣4 ≤
∫ t

0

KE sup
u≤s

∣∣Y 1
u − Y 2

u

∣∣4 ds+K

∫ t

0

W4
4 (µ

1
s, µ

2
s)ds, (3.30)

to which Grönwall’s lemma can be applied to yield

E sup
u≤t

∣∣Y 1
u − Y 2

u

∣∣4 ≤ KeKt
∫ t

0

W4
4 (µ

1
s, µ

2
s)ds. (3.31)

Hence

D4
T

(
Φ(µ1),Φ(µ2)

)
≤ E sup

u≤T

∣∣Y 1
u − Y 2

u

∣∣4 (3.32)

≤ KeKT
∫ T

0

W4
4 (µ

1
u, µ

2
u)du (3.33)

≤ KeKT
∫ T

0

D4
u(µ

1, µ2)du. (3.34)

The inequality (3.32) follows from the definition of the metric DT , while (3.34) is a consequence of
W4

4 (µ
1
u, µ

2
u) ≤ D4

u(µ
1, µ2). Lemma 3.1 is proved.

3.2 Well-posedness of the particle system

We show well-posedness of the particle system (2.3).

Theorem 3.2. Let Assumptions 3.1 and 3.2 hold. Then there exists a unique strong solution of the
SDEs (2.3).

Proof. For the sake of simplicity in presentation, we denote Xi,N
s := Xi,N (s), W i

s := W i(s) and Lis :=
Li(s). Let S be the space of continuous and FW

t -adapted ḠN -valued processes. We define the map

Φ : S → S, (3.35)

Y 7→ Ȳ ,

where Ȳ =
(
Ȳ 1,N⊤

, . . . , Ȳ N,N
⊤)⊤

is the solution to

Ȳ i,Nt = Xi,N
0 +

∫ t

0

b(s, Ȳ i,Ns , µ̂Ys
)dt+

∫ t

0

σ(s, Ȳ i,Ns , µ̂Ys
)dW i

s +

∫ t

0

ν(Ȳ i,Ns )dLi,Ns , i = 1, . . . , N, (3.36)
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where µ̂Yt is the empirical measure of an input process Y ∈ S at time t (see (2.2)). The SDE (3.36) is
a reflected SDE with random coefficients. Existence and uniqueness of each component Ȳ i follow from
[10, Theorem 2.2]. Hence, the map Φ is well-defined.

Let Y (1), Y (2) ∈ SN and let Ȳ (j) = Φ(Y (j)), j = 1, 2. Applying the technique of Lemma 3.1 to each
of the N components of the two processes Ȳ (j), j = 1, 2, we obtain (cf. (3.29))

E sup
u≤t

∣∣∣Ȳ (1),i,N
u − Ȳ (2),i,N

u

∣∣∣4 ≤ K

(∫ t

0

E
∣∣∣Ȳ (1),i,N
u − Ȳ (2),i,N

u

∣∣∣4 + EW4
4

(
µ̂
Y

(1)
s
, µ̂
Y

(2)
s

)
ds

)
, (3.37)

for i = 1, . . . , N . Applying Grönwall’s lemma yields

E sup
u≤t

∣∣∣Ȳ (1),i,N
u − Ȳ (2),i,N

u

∣∣∣4 ≤ KeKt
(∫ t

0

EW4
4

(
µ̂
Y

(1)
s
, µ̂
Y

(2)
s

)
ds

)
. (3.38)

From the definition (3.2) of the Wasserstein distance and from (2.2), it can be seen that

EW4
4

(
µ̂
Y

(1)
s
, µ̂
Y

(2)
s

)
≤ 1

N

N∑
i=1

E
∣∣∣Y (1),i,N
s − Y (2),i,N

s

∣∣∣4 . (3.39)

Hence,

E sup
u≤t

∣∣∣Ȳ (1)
u − Ȳ (2)

u

∣∣∣4 ≤ K

N∑
i=1

E sup
u≤t

∣∣∣Ȳ (1),i,N
u − Ȳ (2),i,N

u

∣∣∣4 (3.40)

≤ KeKt
∫ t

0

N∑
i=1

E
∣∣∣Y (1),i,N
s − Y (2),i,N

s

∣∣∣4 ds (3.41)

≤ KeKt
∫ t

0

E sup
u≤s

∣∣∣Y (1)
u − Y (2)

u

∣∣∣4 ds, (3.42)

where for the second inequality we use (3.38) and then (3.39). One can then show that the map Φ is a
contraction as before, see (3.12). The unique fixed-point of Φ is the solution to the particle system.

3.3 Well-posedness of the CBO models

We now verify that the CBO mean-field SDEs and their particle approximations from Sections 2.2.1
and 2.2.2 satisfy Assumption 3.2 so that their well-posedness is established.

For µ ∈ P(Ḡ), let us define

X̄µ :=

∫
Ḡ
xe−αf(x)µ(dx)∫

Ḡ
e−αf(x)µ(dx)

. (3.43)

The following lemma is proved in [11].

Lemma 3.2. Let Assumption 3.1 hold and f satisfy Assumption 2.1. There exists K > 0 such that for
all µ, µ̄ ∈ P(Ḡ), ∣∣X̄µ − X̄ µ̄

∣∣ ≤ KW2(µ, µ̄). (3.44)

Now we show that the coefficients of the CBO model (2.12) satisfy Assumption 2.1.

Lemma 3.3. The coefficients of (2.12),

b(t, x, µ) = β(x− X̄µ) and σ(t, x, µ) = σDiag(x− X̄µ), (3.45)

are Lipschitz, uniformly in time, with respect to the space and measure arguments (i.e., they satisfy
Assumption 3.2).

Proof. For x, x̄ ∈ Rd and µ, µ̄ ∈ P(Ḡ),

|b(t, x, µ)− b(t, x̄, µ̄)|+ |σ(t, x, µ)− σ(t, x̄, µ̄)| = β
∣∣(x− x̄) + (X̄ µ̄ − X̄µ)

∣∣+ σ
∣∣(x− x̄) + (X̄ µ̄ − X̄µ)

∣∣
≤ K

(
|x− x̄|+

∣∣X̄µ − X̄ µ̄
∣∣ ) ≤ K

(
|x− x̄|+W2(µ, µ̄)

)
≤ K

(
|x− x̄|+W4(µ, µ̄)

)
,

by application of Lemma 3.2.
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Hence, by Theorem 3.1 we have well-posedness of the mean-field limit (2.12) and the particle sys-
tem (2.14). In the same way it can be verified that the coefficients of the CBO model (2.16) satisfy
Assumption 3.2, from which well-posedness of the mean-field limit (2.16) and the particle system (2.17)
follows.

4 Convergence of interacting particle system to the mean-field
limit

In this section we prove a theorem on propagation of chaos with the optimal convergence rate. Let
X(t) := (X1(t), . . . , XN (t))⊤, where Xi(t), i = 1, . . . , N , are i.i.d. particles solving the McKean-Vlasov
SDEs (2.1) which are driven by the independent Wiener processesW i that are the same as in the particle
system (2.3).

Under Assumption 3.1 and 3.2, it is not difficult to prove using an analogue of (3.29) and the well-
known rate of convergence for empirical measures [21, Theorem 1] that for some constant C > 0:

max
i=1,...,N

sup
t≤T

E
∣∣Xi,N (t)−Xi(t)

∣∣4 ≤ C


N−1/2, d < 8,

N−1/2 logN, d = 8,

N− 4
d , d > 8.

(4.1)

Under the below Assumption 4.1 replacing Assumption 3.2, we instead prove the optimal convergence
rate of order 1/

√
N . The CBO models from Sections 2.2.1 and 2.2.2 satisfy Assumption 4.1.

Assumption 4.1. There exist a constant L > 0 such that for any x, y ∈ Ḡ and any µ1, µ2 ∈ P(Ḡ)

|b(t, x, µ1)− b(t, y, µ2)|+ |σ(t, x, µ1)− σ(t, y, µ2)| (4.2)

≤ L

(
|x− y|+

J∑
j=1

∣∣∣∣∫
G

ϕj(t, x, z)dµ1(z)−
∫
G

ϕj(t, x, z)dµ2(z)

∣∣∣∣ ),
where ϕj(t, x, y), j = 1, . . . , J , are continuous functions on [0, T ]× Ḡ× Ḡ and for some C > 0

|ϕj(t, x, y)− ϕj(t, x, z)| ≤ C |y − z| .

Also, the coefficients b(t, x, µ) and σ(t, x, µ) are continuous in t.

We will need the following elementary lemma.

Lemma 4.1. Let {Ai}Ni=1 be a collection of independent Rd-valued random variables with fourth bounded
moment and E(Ai) = 0, i = 1, . . . , N . Then

E
∣∣∣∣ 1N

N∑
i=1

Ai
∣∣∣∣4 ≤ C

N2
, (4.3)

where C > 0 is independent of N .

Let us prove the following auxiliary lemma.

Lemma 4.2. Let Assumptions 3.1 and 4.1 be satisfied. Then the following bounds hold.
For all i = 1, . . . , N ,

E|b(t,Xi,N (t), µ̂XN (t))− b(t,Xi(t), µ̂X(t))|4 + E|σ(t,Xi,N (t), µ̂XN (t))− σ(t,Xi(t), µ̂X(t))|4

≤ C

(
E|Xi,N (t)−Xi(t)|4 + 1

N

N∑
j=1

E|Xj,N (t)−Xj(t)|4
)
, (4.4)

where C > 0 is independent of N .
For all i = 1, . . . , N ,

E|b(t,Xi(t), µ̂X(t))− b(t,Xi(t),LXt )|4 + E|σ(t,Xi(t), µ̂X(t))− σ(t,Xi(t),LXt )|4 ≤ C

N2
, (4.5)

where C > 0 is independent of N .
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Proof. Thanks to Assumption 4.1, we obtain

E|b(t,Xi,N (t), µ̂XN (t))− b(t,Xi(t), µ̂X(t))|4 + E|σ(t,Xi,N (t), µ̂XN (t))− σ(t,Xi(t), µ̂X(t))|4

≤ CE|Xi,N (t)−Xi(t)|4 + C

J∑
j=1

E

∣∣∣∣∣ 1N
N∑
l=1

ϕj(t,X
i(t), X l,N (t))− 1

N

N∑
l=1

ϕj(t,X
i(t), X l(t))

∣∣∣∣∣
4

≤ CE|Xi,N (t)−Xi(t)|4 + C
1

N

N∑
l=1

E|X l,N (t)−X l(t)|4,

hence we arrived at (4.4).
Thanks to Assumption 4.1, we get

E|b(t,Xi(t), µ̂X(t))− b(t,Xi(t),LXt )|4 + E|σ(t,Xi(t), µ̂X(t))− σ(t,Xi(t),LXt )|4

≤ C

J∑
j=1

E

∣∣∣∣∣ 1N
N∑
l=1

ϕj(t,X
i(t), X l(t))−

∫
G

ϕj(t,X
i(t), y)dLXt (y)

∣∣∣∣∣
4

≤ C
J∑
j=1

E
∣∣∣∣ 1N

N∑
l=1

ϕj(t,X
i(t), X l(t))− 1

N − 1

N∑
l=1,l ̸=i

ϕj(t,X
i(t), X l(t))

∣∣∣∣4

+ C

J∑
j=1

E
∣∣∣∣ 1

N − 1

N∑
l=1,l ̸=i

ϕj(t,X
i(t), X l(t))−

∫
G

ϕj(t,X
i(t), y)LXt (dy)

∣∣∣∣4

≤ C

N4
+ C

J∑
j=1

E

(
E
∣∣∣∣ 1

N − 1

N∑
l=1,l ̸=i

ϕj(t, x,X
l(t))−

∫
G

ϕj(t, x, y)LXt (dy)

∣∣∣∣4
∣∣∣∣∣Xi(t) = x

)
.

Note that for each j

Dl
j(x) := ϕj(t, x,X

l(t))−
∫
G

ϕj(t, x, y)LXt (dy), l = 1, . . . , N, (4.6)

are independent random variables with bounded moments and EDl
j(x) = 0. Then, applying a conditional

version of Lemma 4.1, we arrive at (4.5).

Now we proceed to the propagation of chaos theorem.

Theorem 4.1. Let Assumptions 3.1 and 4.1 be satisfied. Then the following bound holds:(
max

i=1,...,N
E sup
u≤t

|Xi,N (u)−Xi(u)|4
)1/4

≤ C
1

N1/2
, (4.7)

where Xi,N represents the i-th particle among the interacting particles driven by (2.3), Xi is independent
and identical copy of (2.1), and C > 0 is a constant independent of N .

Proof. For brevity, we write Xi,N
t := Xi,N (t) and Xi

t := Xi(t). Analogously how (3.28) was derived, we
can get

E sup
u≤t

∣∣Xi,N
u −Xi

u

∣∣4 ≤ KE
(∫ t

0

∣∣Xi,N
s −Xi

s

∣∣2 ∣∣∣b(s,Xi,N
s , µ̂XN

s
)− b(s,Xi

s,LXs )
∣∣∣2

+
∣∣Xi,N

s −Xi
s

∣∣2 ∣∣∣σ(s,Xi,N
s , µ̂XN

s
)− σ(s,Xi

s,LXs
∣∣∣2

+
∣∣Xi,N

s −Xi
s

∣∣4 + ∣∣∣σ(s,Xi,N
s , µ̂XN

s
)− σ(s,Xi

s,LXs )
∣∣∣4 ds). (4.8)

We have ∣∣∣b(s,Xi,N
s , µ̂XN

s
)− b(s,Xi

s,LXs )
∣∣∣4 ≤ 4(|b(s,Xi,N

s , µ̂XN
s
)− b(s,Xi

s, µ̂Xs
)|4

+ |b(s,Xi
s, µ̂Xs

)− b(s,Xi
s,LXs )|4), (4.9)

|σ(s,Xi,N
s , µ̂XN

s
)− σ(s,Xi

s,LXs )|4 ≤ 4(|σ(s,Xi,N
s , µ̂XN

s
)− σ(s,Xi

s, µ̂Xs
)|4

+ |σ(s,Xi
s, µ̂Xs)− σ(s,Xi

s,LXs )|4). (4.10)
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Using Young’s inequality, (4.9), (4.10) and Lemma 4.2, we obtain from (4.8):

E sup
u≤t

∣∣Xi,N
u −Xi

u

∣∣4 ≤ C

∫ t

0

E|Xi,N (s)−Xi(s)|4 + 1

N

N∑
j=1

E|Xi,N (s)−Xi(s)|4ds+ C
1

N2
.

Hence

max
i=1,...,N

E sup
u≤t

∣∣Xi,N
u −Xi

u

∣∣4 ≤ C

∫ t

0

max
i=1,...,N

E sup
u≤s

|Xi,N (u)−Xi(u)|4ds+ C
1

N2
,

which on applying Gronwall’s lemma gives the desired result.

It is not difficult to verify that the CBO models from Sections 2.2.1 and 2.2.2 satisfy Assumption 4.1.
Consequently, we get the following corollary.

Corollary 4.1. The particle systems (2.14) and (2.17) converge to their mean-field limits (2.12) and
(2.16), respectively: for them the inequality (4.7) holds.

5 Long-time behavior of reflected mean-field models

In Section 5.1, we use the coupling technique to study long time behavior of the reflected McKean-Vlasov
SDEs (2.1) with σ ≡ I. In Section 5.2, we show convergence of CBO models from Section 2.2 towards
the global minimum.

5.1 Convergence of reflected mean-field SDEs with additive noise

Consider the reflected McKean-Vlasov SDEs (2.1) with σ ≡ I:

dX(t) = b(X(t),LX(t))dt+ dW (t) + ν(X(t))dL(t), X(0) ∈ Ḡ. (5.1)

Here, we provide a quantitative non-asymptotic bound for the exponential convergence of LX(t), i.e. law
of X(t) to the invariant measure µ̃ defined on Ḡ.

Recall c := 1/(2R0) where R0 is the radius of uniform exterior sphere (see (3.4)). We denote

R1 = sup
x,y∈Ḡ

|x− y| and λ̂c = 1− 2cR1. (5.2)

Note that for a convex domain c = 0.

Assumption 5.1. The constant λ̂c > 0.

This assumption allows for the domain G to be non-convex but it is weaker than the uniform exterior
sphere condition (3.4).

As in the proof of Lemma 3.1, d(·, ∂G) is the distance to the boundary of G, defined on some neigh-
borhood of ∂G within G and the function g(·) is a smooth, bounded extension of d to the whole space so
that

max
x∈Ḡ

|∇g(x)| = 1. (5.3)

We also use the notation
gmin = min

x∈Ḡ
g(x) and gmax = max

x∈Ḡ
g(x). (5.4)

We employ reflection coupling (see [40, 17, 20]) to establish 1-Wasserstein bound between the law of
X(t) and its invariant measure. Using reflection coupling, the convex domain case was considered in [20,
Remark 3] for additive noise and in [65] for multiplicative noise.
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Theorem 5.1. Let Assumption 3.1, 4.1 and 5.1 hold. Then the following bound for the solution of (5.1)
holds:

W1(LX(t), µ̃) ≤ Cmf W1(LX(0), µ̃)e
−C0t, (5.5)

where

Cmf = 2 exp

(
K1

K3

R2
1

2
+
K2

K3
R1

)
exp(2cgmax), (5.6)

C0 =
K3

2
∫ R1

0

∫ r
0
exp

(
K1

K3

r2−s2
2 + K2

K3
(r − s)

)
dsdr

,

with

K1 = L+ c sup
x∈Ḡ,µ∈P(Ḡ)

(2|b(x, µ)|+ |∆g(x)|) + 2c2, (5.7)

K2 = 4ce−2cgmin + LR1e
−2cgmin , K3 = 2λ̂ce

−4cgmax ,

and L is from (4.2).

Proof. Consider the coupling

dX(t) = b(X(t),LX(t))dt+ dW (t) + ν(X(t))dLX(t), t > 0, (5.8)

dY (t) = b(Y (t),LY (t))dt+ (I − 2E(t)E⊤(t))dW (t) + ν(Y (t))dLY (t), τ > t, (5.9)

and

X(t) = Y (t), τ ≤ t,

where the coupling time τ is

τ := inf{t > 0 ; X(t) = Y (t)}, (5.10)

and E(t) = (X(t)− Y (t))/|X(t)− Y (t)|. Note that for every s ≥ 0 the matrix I − 2E(t)E⊤(t)I(τ > t) is
orthogonal.

In what follows, for brevity, we will denote Xt := X(t), Yt := Y (t), Wt = W (t), LXt := LX(t),
LYt := LY (t), Et := E(t), bXt := b(Xt,LXt), and b

Y
t := b(Yt,LYt). Denote Zt := g(Xt)+ g(Yt). Introduce

for τ > t: rt = exp(−cZt)|Xt − Yt| and for τ ≤ t: rt = 0.
By Ito’s formula, we have for τ > t:

drt = exp(−cZt)
[
(Et · (bXt − bYt ))dt+ 2E⊤

t dWt + |Xt − Yt|
[
cFtdt+

c2

2
Ht − c(∇g(Xt) · dWt)

− c(∇g(Yt) · (I − 2EtE
⊤
t )dWt)

]
− 2c∇⊤g(Xt)Etdt+ 2c∇⊤g(Yt)Etdt

+
{(

(Et · ν(Xt))− c|Xt − Yt|
)
dLXt −

(
(Et · ν(Yt)) + c|Xt − Yt|

)
dLYt

}]
,

where Ft := −[(∇g(Xt)·bXt )+(∇g(Yt)·bYt )+ 1
2∆g(Xt)+

1
2∆g(Yt)] andHt := |∇g(Xt)+(I−2EtE

⊤
t )∇g(Yt)|2.

Consider an increasing concave function ψ : [0, R1] → R+ with ψ(0) = 0, whose precise choice will be
made later. Using Ito’s formula, we get for τ > t:

dψ(rt) = ψ′(rt)drt +
1

2
ψ′′(rt)d[r, r]t,

where [r, r]t denotes a bracket process which is a non-decreasing process satisfying for τ > t:

d[rt, rt] = e−2cZt
∣∣− c|Xt − Yt|∇g(Xt)− c|Xt − Yt|(I − 2EtE

⊤
t )∇g(Yt) + 2Et

∣∣2dt (5.11)

= 4e−2cZtdt+ e−2cZtc2|Xt − Yt|2|∇g(Xt) + (I − 2EtE
⊤
t )∇g(Yt)|2

− 4|Xt − Yt|ce−2cZt
(
(∇g(Xt) · Et)− (∇g(Yt) · Et)

)
≥ 4e−2cZtdt− 4e−2cZtc

(
(∇g(Xt)−∇g(Yt)) · (Xt − Yt)

)
dt

≥ 4e−2cZt
(
1− 2cR1

)
dt = 4e−2cZt λ̂cdt.
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Let Fmax := supx∈Ḡ,µ∈P(Ḡ)(2|b(x, µ)|+ |∆g(x)|). Using (3.4) and that maxx∈Ḡ |∇g(x)| = 1 , ψ′ > 0 and
ψ′′ < 0, we get for τ > t:

dψ(rt) ≤ ψ′(rt) exp(−cZt)|bXt − bYt |dt+ cψ′(rt)rt
(
Fmax + 2c

)
dt+ 4c exp(−cZt)ψ′(rt)g̃maxdt

+ 2λ̂cψ
′′(rt) exp(−2cZt)dt+ ψ′(rt) exp(−cZt)

(
2(Et · dWt)− c(∇g(Xt) · dWt)

− c(∇g(Yt) · (I − 2EtE
⊤
t )dWt)

)
.

Let us denote the martingale term for τ > t as

Mt =

∫ t

0

ψ′(ru) exp(−cZu)(
(
2Eu − c∇g(Xu)− c(I − 2EuE

⊤
u )∇g(Yu)

)
· dWu).

Exploiting Assumption 4.1, we obtain

Eψ(rt∧τ ) ≤ Eψ(r0) + E
{∫ t∧τ

0

(
ψ′(ru)(Lru + exp(−cZu)LE|Xu − Yu|) + cψ′(ru)ru

(
Fmax + 2c

)
+ 4c exp(−cZu)ψ′(ru) + 2λ̂cψ

′′(ru) exp(−2cZu)
)
du

}
+ EMt∧τ

≤ Eψ(r0) + E
{∫ t∧τ

0

ψ′(ru)(K1ru +K2) + ψ′′(ru)K3du

}
, (5.12)

where we have used Doob’s optional stopping theorem to get EMt∧τ = 0.
Now we aim to find an increasing concave function ψ such that for r ∈ [0, R1]:

ψ′(r)(K1r +K2) +K3ψ
′′(r) ≤ −C0ψ(r), (5.13)

for some constant C0 > 0 independent of r. To this end, we make the choice of derivative of ψ inspired
from [20] as:

ψ′(r) = ψ1(r)ψ2(r),

where

ψ1(r) = exp

(
− K1

K3

r2

2
− K2

K3
r

)
and

ψ2(r) = 1− C0

K3

∫ r

0

1

ψ1(s)

∫ s

0

ψ1(s
′)ds′ds (5.14)

with

C0 =
K3

2
∫ R1

0
1

ψ1(s)

∫ s
0
ψ1(s′)ds′ds

.

It is not difficult to verify that ψ(r) =
∫ r
0
ψ1(s)ψ2(s)ds satisfies (5.13). Further, 1/2 ≤ ψ2(r) ≤ 1 and

hence
r

2
ψ1(R1) ≤ ψ(r) ≤ r. (5.15)

From (5.12) and (5.13), taking into account that r(τ) = 0 and ψ(0) = 0, we get

E
(
ψ(rt)I(τ ≥ t)

)
= Eψ(rt∧τ ) ≤ Eψ(r0)− C0E

∫ t∧τ

0

ψ(ru)du = Eψ(r0)− C0

∫ t

0

E
(
ψ(ru)I(τ ≥ t)

)
du.

Therefore, E
(
ψ(rt)I(τ ≥ t)

)
≤ Eψ(r0)e−C0t. Noting that E

(
ψ(rt∧τ )I(τ ≤ t)

)
= 0, we have

Eψ(rt) ≤ Eψ(r0)e−C0t.

Then, thanks to (5.15), we get

Ert ≤ 2ψ−1
1 (R1)Eψ(r0)e−C0t (5.16)

and, since exp(−2cgmax)|Xt − Yt| ≤ rt, we arrive at

E|Xt − Yt| ≤ 2 exp(2cgmax)ψ
−1
1 (R1)E|X0 − Y0|e−C0t.
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5.2 Convergence of mean-field limit of CBO-type models to the global min-
imum

This section is devoted to showing convergence of constrained CBO models from Sections 2.2.1 and 2.2.2
towards global minimizers. Similar to [11, 13] (see also [33]), the main tool which we will utilize is the
Laplace principle which states that for any compactly supported measure µ and positive function f the
following holds:

lim
α→∞

− 1

α
log

∫
Rd

e−αf(x)µ(dx) = f(xmin) (5.17)

with xmin being the minimizer of f(x) defined on the support of µ. We will use the notation

fosc = fmax − fmin.

The analysis in this section is done for convex domains.

Assumption 5.2. G is a convex bounded domain.

Let us explain why we restrict analysis in this section to convex domains. In the case of non-convex
domains, CBO models with constraints of the type presented in Sections 2.2.1 and 2.2.2 face two dif-
ficulties. The first difficulty concerns the proof techniques used for showing convergence to the global
minimum which has been used so far in the CBO literature (see, e.g. [11, 13, 33, 4] and references therein
and also the proofs below in this section). Roughly speaking, noise does not play a positive role within
those proofs which rely on the drift driving solutions of the mean-field SDEs to the consensus. It works
well in the convex case and in the whole Euclidean space. However, in situations like the one illustrated
in Figure 5.1, the drift forces trajectories to go outside the domain rather than driving it to a consensus
and, hence, we need to rely on the noise term (via effectively large deviations) to get trajectories to a
proximity of the global minimum, which happens with a positive probability, and then the drift can drive
trajectories to a consensus. Hence, a probabilistic proof needs to be developed for proving convergence to
the global minimum, which is an interesting problem for future research. Such a proof would also be able
to provide more insight on how convergence to the global minimum depends on the noise strength which
would be useful even in the whole Euclidean space. The second difficulty is more fundamental as it is
related to the design of CBO models themselves. In the example of Figure 5.1, the drift forces trajectories
the wrong way because its form is based on the Euclidean metric. Therefore, it is of interest to find a
different formulation of CBO models which is to imbibe more information of the domain (e.g., by using a
non-Euclidean metric) but at the same time which remains computationally efficient. Constructing such
models is out of scope of this work. Nevertheless, we tested the CBO model of Section 2.2.1 on a non-
convex function with non-convex domain (see Section 6.3) and the CBO model demonstrated excellent
performance.

Figure 5.1: The example of a non-convex domain, where the Euclidean path of a particle to the consensus
does not lie within the domain. In the convex case, this behavior cannot occur.

In Theorem 5.2, we prove convergence of the reflected CBO model from Section 2.2.1 towards the
global minimum and consider the case of CBO with repelling force from Section 2.2.2 in Theorem 5.3.
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We note that under Assumptions 3.2 and 5.2 well-posedness of (2.1) and the corresponding propagation
of chaos were proved in [1].

Theorem 5.2. Let Assumptions 2.1 and 5.2 hold. If the following condition is satisfied

η0 := 2β − σ2
(
1 + e2αfosc

)
> 0

then there exists an x∗ ∈ Ḡ such that X(t) → x∗ as t→ ∞ and

f(x∗) ≤ fmin + Γ(α),

where X(t) is the solution of the mean-field SDE (2.12) and Γ(α) → 0 as α→ ∞.

Proof. Using Ito’s formula, we get

|X(t)− EX(t)|2 = |X(0)− EX(0)|2 − 2

∫ t

0

β(X(s)− EX(s)) · (X(s)− X̄(s))ds

− 2

∫ t

0

(X(s)− EX(s))dEX(s) + 2

∫ t

0

σ
(
(X(s)− EX(s)) ·Diag(X(s)− X̄(s))dW (s)

)
+

∫ t

0

σ2|X(s)− X̄(s)|2ds+ 2

∫ t

0

((X(s)− EX(s)) · ν(X(s)))dL(s)

= |X(0)− EX(0)|2 − 2

∫ t

0

β|X(s)− EX(s)|2ds

− 2

∫ t

0

(X(s)− EX(s))dEX(s)− 2

∫ t

0

β((X(s)− EX(s))) · (EX(s)− X̄(s)))ds

+

∫ t

0

σ2|X(s)− X̄(s)|2ds+ 2

∫ t

0

σ
(
(X(s)− EX(s)) ·Diag(X(s)− X̄(s))dW (s)

)
+ 2

∫ t

0

((X(s)− EX(s)) · ν(X(s)))dL(s).

Due to Assumption 5.2, we have

((X(s)− EX(s)) · ν(X(s))) ≤ 0.

Also, note that E((X(s)− EX(s)) · (EX(s)− X̄(s))) = 0. Consequently, we get

Var (t) :=E|X(t)− EX(t)|2 ≤ E|X0 − E(X0)|2 − 2

∫ t

0

βE|X(s)− EX(s)|2ds

+

∫ t

0

σ2E|X(s)− X̄(s)|2ds.

We have

E|X(s)− X̄(s)|2 = E|X(s)− EX(s)|2 + |EX(s)− X̄(s)|2 (5.18)

and

|EX(s)− X̄(s)|2 =

∣∣∣∣EX(s)− EX(s)e−αf(X(s))

Ee−αf(X(s))

∣∣∣∣2 =

∣∣∣∣E((EX(s)−X(s)
)
× e−αf(X(s))

Ee−αf(X(s))

)∣∣∣∣2
≤ e2αfoscE|X(s)− EX(s)|2. (5.19)

Therefore,

d

dt
Var (t) ≤

(
− 2β + σ2

(
1 + e2αfosc

))
Var (t) ≤

(
− 2β + σ2

(
1 + e2αfosc

))
Var (t), (5.20)

which implies

Var (t) ≤ Var (0)e−η0t. (5.21)
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This also means, due to (5.18) and (5.19), there exist positive constants c1 and c2 independent of t such
that

E|X(t)− X̄(t)|2 ≤ c1e
−η0t, (5.22)

|EX(t)− X̄(t)|2 ≤ c2e
−η0t. (5.23)

Let us fix a constant q ∈ G. Then, again using Ito’s formula, we have

d|X(t)− q|2 = −2β
(
(X(t)− q) · (X(t)− X̄(t))

)
dt+ σ2|X(t)− X̄(t)|2dt

+ 2σ
(
(X(t)− q) ·Diag(X(t)− X̄(t))dW (t)

)
+ 2((X(t)− q) · ν(X(t)))dL(t).

Using Tanaka’s trick (thanks to Assumption 5.2) and taking expectation on both sides, we have

dE|X(t)− q|2 ≤ −2βE
(
(X(t)− q) · (X(t)− X̄(t))

)
dt+ σ2E|X(t)− X̄(t)|2dt

≤ −2βE
(
(X(t)− q) · (X(t)− X̄(t))

)
dt+ σ2c1e

−η0tdt,

where we have used (5.22) in the last inequality. Splitting the term
(
(X(t)− q) · (X(t)− X̄(t))

)
, we get

d

dt
E|X(t)− q|2 ≤ −2βE

(
(X(t)− q) · (X(t)− X̄(t))

)
+ σ2c1e

−η0t

≤ −2βE|X(t)− q|2 + 2β((EX(t)− q) · (X̄(t)− q)) + σ2c1e
−η0t.

Rewriting ((EX(t)− q) · (X̄(t)− q)) = |EX(t)− q|2 + ((EX(t)− q) · (X̄(t)− EX(t))) gives

d

dt
E|X(t)− q|2 ≤ −2βE|X(t)− q|2 + 2β|EX(t)− q|2 + 2β((EX(t)− q) · (X̄(t)− EX(t))) + σ2c1e

−η0t.

Due to Jensen’s inequality, we get |EX(t) − q|2 ≤ E|X(t) − q|2 which provides the following differential
inequality:

d

dt
E|X(t)− q|2 ≤ 2β((EX(t)− q) · (X̄(t)− EX(t))) + σ2c1e

−η0t

≤ 2β
√
c2|EX(t)− q|e−η0t/2 + σ2c1e

−η0t.

Note that |EX(t)− q| is bounded uniformly in t due to boundedness of domain G. Therefore, we can say
that there exists a constant c3 > 0 such that

d

dt
E|X(t)− q|2 ≤ c3e

−η0t/2, (5.24)

which together with |EX(t)− q|2 ≤ E|X(t)− q|2 implies that there exists an x∗ ∈ Ḡ such that EX(t) is
converging to x∗ as t→ ∞. Here, x∗ belongs to Ḡ due to convexity of G.

Using Markov’s inequality, we get

P(|X(t)− EX(t)| ≥ e−η0t/4) ≤ Var (t)
e−η0t/2

≤ Ce−η0t/2,

where C is a positive constant independent of t. Then, using the Borel-Cantelli lemma, |X(t)−EX(t)| → 0
as t → ∞ a.s., and hence X(t) → x∗ a.s. Consequently, applying the bounded convergence theorem, we
arrive at Ee−αf(X(t)) → e−αf(x

∗) as t → ∞. Therefore, we can say: for all ϵ > 0 there exists a T ∗ > 0
such that ∣∣Ee−αf(X(t)) − e−αf(x

∗)
∣∣ ≤ ϵ (5.25)

for all t ≥ T ∗. Since the probability distribution of X(T ∗) is compactly supported, using the Laplace
principle we obtain

− 1

α
log(Ee−αf(X(T∗))) ≤ fmin + Γ1(α), (5.26)
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where Γ1(α) → 0 as α→ ∞. And, from (5.25), we have

Ee−αf(X(T∗)) ≤ ϵ+ e−αf(x
∗),

which implies

logEe−αf(X(T∗)) ≤ log
(
ϵ+ e−αf(x

∗)
)

and − 1

α
logEe−αf(X(T∗)) ≥ − 1

α
log
(
ϵ+ e−αf(x

∗)
)
. (5.27)

Using (5.26) and (5.27), we obtain

− 1

α
log
(
ϵ+ e−αf(x

∗)
)
≤ fmin + Γ1(α). (5.28)

From the mean value theorem, we have

log
(
ϵ+ e−αf(x

∗)
)
= −αf(x∗) + ϵ

γϵ+ e−αf(x∗)
, (5.29)

for some γ ∈ (0, 1). Therefore,

f(x∗) ≤ fmin + Γ1(α) +
ϵ

α

1

γϵ+ e−αf(x∗)
.

Theorem 5.3. Let Assumptions 2.1 and 5.2 hold. Let

η1 := −2β + 3λ(0) + σ2
(
1 + e2αfosc

)
be strictly greater than a positive constant K1. If λ(t) ≤ K2/(1 + t2) for some K2 > 0, then there exists
an x∗ ∈ Ḡ such that X(t) → x∗ as t→ ∞ and

f(x∗) ≤ fmin + Γ(α),

where Γ(α) → 0 as α→ ∞.

Proof. Using Ito’s formula, we have

|X(t)− EX(t)|2 = |X(0)− EX(0)|2 − 2

∫ t

0

β(X(s)− EX(s)) · (X(s)− X̄(s))ds

+ 2

∫ t

0

λ(s)

∫
Rd

(
(X(s)− EX(s)) · (X(s)− y)

)
exp

(
− 1

2
|X(s)− y|2

)
LX(s)(dy)ds

+ 2

∫ t

0

σ
(
(X(s)− EX(s)) ·Diag(X(s)− X̄(s))dW (s)

)
+

∫ t

0

σ2|X(s)− X̄(s)|2ds+ 2

∫ t

0

((X(s)− EX(s)) · ν(X(s)))dL(s).

The objective here is to deal with the repelling term. In that pursuit, we apply Young’s inequality to get

E
∫
Rd

(
(X(s)− EX(s)) · (X(s)− y)

)
exp

(
− 1

2
|X(s)− y|2

)
LX(s)(dy)

≤ 1

2
E|X(s)− EX(s)|2 + 1

2
E
∫
Rd

|X(s)− y|2 exp
(
− 1

2
|X(s)− y|2

)
LX(s)(dy)

≤ 1

2
E|X(s)− EX(s)|2 + 1

2
E
∫
Rd

|X(s)− y|2LX(s)(dy)

≤ 3

2
E|X(s)− EX(s)|2, (5.30)

since E
∫
Rd |X(s)− y|2LX(s)(dy) = 2E|X(s)− EX(s)|2.
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Exploiting similar arguments as the ones used to get (5.20) and using the inequality obtained in (5.30),
we ascertain

d

dt
Var (t) ≤

(
− 2β + 3λ(0) + σ2

(
1 + e2αfosc

))
Var (t).

With an appropriate choice of β, σ and of decreasing λ(t), we have

d

dt
Var (t) ≤ c4e

−η1t,

where c4 and η1 are independent of t.
Let us again fix a constant q ∈ G. Applying Ito’s formula gives

d|X(t)− q|2 = −2β
(
(X(t)− q) · (X(t)− X̄(t))

)
dt+ σ2|X(t)− X̄(t)|2dt

+ 2λ(t)

∫
Rd

(
(X(t)− q) · (X(t)− y)

)
exp

(
− 1

2
|X(t)− y|2

)
LX(t)(dy)

+ 2σ
(
(X(t)− q) ·Diag(X(t)− X̄(t))dW (t)

)
+ 2(X(t)− q · ν(X(t)))dL(t).

Using Young’s inequality, we have∫
Rd

(
(X(t)− q) · (X(t)− y)

)
exp

(
− 1

2
|X(t)− y|2

)
LX(t)(dy)

=
1

2
|X(t)− q|2

∫
Rd

exp
(
− 1

2
|X(t)− y|2

)
LX(t)(dy)

+
1

2

∫
Rd

|X(t)− y|2 exp
(
− 1

2
|X(t)− y|2

)
LX(t)(dy)

≤ 1

2
|X(t)− q|2 +

∫
Rd

1

2
|X(t)− y|2LX(t)(dy).

Using analogous arguments employed to obtain (5.24), we get

d

dt
E|X(t)− q|2 ≤ c5e

−η1t/2 + λ(t)E|X(t)− q|2 + λ(t)E
∫
Rd

|X(t)− y|2LX(t)(dy)

≤ c5e
−η1t/2 + λ(t)E|X(t)− q|2 + 2λ(t)c4e

−η1t, (5.31)

where c5 > 0 is a constant independent of t. Note that E|X(t)− q|2 is bounded uniformly in t. Requiring
for the function λ(t) to tend to zero sufficiently fast as t → ∞, we get that E|X(t) − q|2 converges to a
constant as t → ∞. Therefore, there is an x∗ ∈ Ḡ such that EX(t) → x∗ as t → ∞. The rest of the
arguments to complete the proof are the same as used in the previous theorem.

6 Numerical tests

In this section, we first (Section 6.1) consider discrete approximations of the interacting particle systems
and then perform several numerical experiments to demonstrate effectiveness of the CBO algorithms
described in Sections 2.2.1 and 2.2.2 for constrained optimization.

Since these CBO algorithms are probabilistic in nature and convergence is guaranteed only asymp-
totically (in N , α and t), we report the success rate of each experiment for a finite N , α and t. Each
experiment is run 103 times, and the success rate is simply the proportion of experiments which success-
fully find the true global minimizer. We declare an experiment successful if the final consensus is within ε
of the location of the true minimizer. For each experiment, we use the threshold ε = 0.1 unless otherwise
specified.

We note briefly that there are several parameters/controls for the CBO algorithms: (i) the inverse
temperature, α; (ii) the number of particles, N ; (iii) strength of the drift and diffusion coefficients, β and
σ, respectively; (iv) the integration time, t; and (v) the step size, h, of a numerical scheme approximating
the particle system. We do not attempt to propose a systematic way of choosing these parameters, but
instead opt for sensible and practically effective choices in the following experiments. In general, α and
N should be chosen as large as possible. For α, we run the risk of numerical instability if it is chosen
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too large. For N , the computational cost of the algorithm is at least O(N) (and O(N2) in the repelling
case), so there is a trade-off that must be balanced. As such, in Sections 6.2, 6.3, 6.4, and 6.5 we explore
success rates for varying values of N . Similar comments can be made about the number of steps of the
numerical scheme.

The strength of drift, β, and diffusion σ, coefficients can also depend on time. We experiment with
both of them being constant in the experiments of Sections 6.2, 6.3, and 6.5 but also linearly increasing
(β) and exponentially decreasing (σ) functions in Sections 6.4 and 6.6. In all the experiments for the
penalty scheme (6.1) the optimal choice of the penalty ϵ = h was used.

6.1 Approximation of the interacting particle system

To implement optimization or sampling methods based on mean-filed SDEs, we need to be able to simulate
the interacting particle system (2.3). Consider a uniform discretization of the time-interval [0, T ], for a
fixed T > 0, such that tk+1 − tk = h, k = 0, . . . ,K − 1 and T = Kh.

In the case of CBO models like the ones from Sections 2.2.1 and 2.2.2 we need numerical methods for
(2.3) converging in the almost sure sense. There are two types of mean-square/almost sure methods for
reflected SDEs in the literature: penalty and projection (see e.g. [49, 56]). Denote by Π(x) the projection
of x on ∂G if x /∈ Ḡ else Π(x) = x. Introduce the function (penalty) π(x) = (x− Π(x)), which is half of

the gradient of square of distance function of x from ∂G. Let Y i,Nk be an approximation of (2.3). The
penalty and projection schemes for reflected SDEs adapted to the interacting particle system (2.3) take
the form

(i) Penalty scheme :

Y i,Nk+1 = Y i,Nk + b(tk, Y
i,N
k , µ̂YN

k
)h+ σ(tk, Y

i,N
k ), µ̂YN

k
)∆W i(tk)−

h

ϵ
π(Y i,Nk ), i = 1, . . . , N, (6.1)

where ∆W i(tk) =W (tk+1)−W (tk) are the Wiener increments. The optimal choice of the penalty
strength ϵ is h [56].

(ii) Projection scheme :

Ȳ i,Nk+1 = Y i,Nk + b(tk, Y
i,N
k , µ̂YN

k
)h+ σ(tk, Y

i,N
k , µ̂YN

k
)∆W i(tk)

Y i,Nk+1 = Π(Ȳ i,Nk+1), i = 1, . . . , N. (6.2)

There are rather limited numerical analysis results for mean-square convergence of these two methods.
In the case of convex polyhedrons the mean-square order of convergence of both methods is 1/2 up to
a logarithmic correction and in the case of smooth convex domains mean-square order of 1/4 has been
proved, see e.g. [49, 56]. Like in [33] one can potentially show that mean-square convergence of these
methods is uniform in number of particles N , considering this aspect is beyond the scope of this paper.

For sampling methods, it is sufficient to use weak-sense schemes for approximating (2.3). Weak
first-order methods for reflected SDEs are available in [46, 9, 36, 47].

6.2 Ackley function

We begin with the Ackley function, which is a widely used benchmark function for global optimization
problems [2]. The function is defined as:

f(x, y) = −20 exp

(
−0.2

√
1

2
(x2 + y2)

)
− exp

(
1

2
(cos(2πx) + cos(2πy))

)
+ 20 + e. (6.3)

We translate the function so that the global minimum is located at (2, 2) instead of (0, 0). The feasible
region is the closed ball of radius 3 centred at the origin:

Ḡ = {(x, y) : x2 + y2 ≤ 9}. (6.4)

The function with constraints is illustrated in Figure 6.1. We choose drift β = 1 and diffusion σ = 4,
time t = 1, α = 104. Both the penalty scheme (6.1) and the projection scheme (6.2) are tested and the
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success rates for various number of particles, N , and number of time steps, 1/h (in other words, choice of
h with the fixed t = 1), are reported in Table 6.1. We observe that both penalty and projection schemes
converge reliably to the global minimizer as N and the number of iterations increase. Both approaches
exhibit broadly similar performance, achieving near 100% success for modestly large N and sufficiently
many iterations. The projection method performs slightly better, which could be due to the fact that
when the consensus is computed, all particles are guaranteed to lie within the feasible region.

Figure 6.1: Translated Ackley function with minimum at (2, 2) constrained to a closed ball of radius 3.

Table 6.1: Translated Ackley function. Comparison of success rates for the penalty and projection
schemes.

(a) Penalty scheme

1/h
N

10 20 50 100
5 0.055 0.137 0.416 0.717
10 0.256 0.605 0.966 1.000
20 0.762 0.986 1.000 1.000
50 0.725 0.973 1.000 1.000
100 0.317 0.728 0.993 1.000

(b) Projection scheme

1/h
N

10 20 50 100
5 0.137 0.370 0.809 0.979
10 0.550 0.926 1.000 1.000
20 0.883 0.997 1.000 1.000
50 0.730 0.978 1.000 1.000
100 0.307 0.717 0.993 1.000

6.3 Non-convex function with heart-shaped constraint

We now consider a non-convex function from [62] defined as

f(x, y) = −
[
cos((x− 0.1)y)

]2 − x sin(3x+ y) (6.5)

constrained to a heart-shaped region given by the inequality:

x2 + y2 ≤
[
2 cos(t) +−1

2
cos(2t)− 1

4
cos(3t)− 1

8
cos(4t)

]2
+ 4 sin2(t), (6.6)

where t = atan2(x, y). The function and the feasible region are shown in Figure 6.2. The level-set nature
of the constraint means that we can project particles inside the domain in the following manner. First, if
a particle lies outside the feasible region, the inward normal direction to the level set can be computed.
Second, using this normal direction, we can solve - using Newton’s method - for the distance along this
normal we need to translate the particle such that it will lie on the boundary. Note that the domain is
non-convex.

Like before, we use drift β = 1, diffusion σ = 4 and α = 104. Further, we use a fixed time step of
h = 1/20. We report success rates using the projection scheme (6.2) for various values of N and number
of time steps K in Table 6.2. The results in Table 6.2 indicate that the CBO method reliably finds
the global minimizer despite the non-convex nature of the domain. The observed success rates generally
increase with N and time (number of steps K), as would be expected.
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Figure 6.2: Non-convex function with heart-shaped constraint.

Table 6.2: Success rates of the CBO method on the non-convex function with heart-shaped constraint.

K
N

10 20 50 100
5 0.29 0.54 0.90 0.95
10 0.46 0.69 0.88 0.99
20 0.54 0.81 0.95 1.00
50 0.59 0.78 0.98 0.99
100 0.57 0.81 0.97 1.00

6.4 High-dimensional Rastrigin function

We consider the Rastrigin function in various dimensions. It is defined as

f(x) = 10d+

d∑
i=1

(
x2i − 10 cos(2πxi)

)
, (6.7)

constrained to the closed ball of radius 5 centred at the origin: Ḡ = {x ∈ Rd : |x| ≤ 5}. Instead of
constant drift and diffusion coefficients, β and σ, we use β(t) = 10t, σ(t) = 10e−t log 10, so that the drift
increases by an order of magnitude over the interval [0, 1], while σ decreases by an order of magnitude.
We take α = 104 and a step size of h = 1/500 is used.

Success rates using the projection scheme (6.2) are given in Table 6.3 for various values of dimension, d,
and number of particles, N . We also consider the cases where we have the number of iterations K = 200,
500, and 1000. The results in Table 6.3 highlight the scalability of the algorithm to higher-dimensional
settings. While success rates decline with increasing dimensionality, they remain high for modestly large
N . We also see an increase in success rates as K increases, particularly between K = 200 and K = 500.

6.5 Testing repelling CBO on Rosenbrock function

Let us now consider the Rosenbrock function in two dimensions, defined as

f(x, y) = (1− x)2 + 100(y − x2)2. (6.8)

In addition we consider the feasible region

Ḡ = {(x, y) ∈ R2 : x2 + y2 ≤ 2}, (6.9)

such that the minimizer of f , (1, 1), lies on the boundary of G. The feasible region and the Rosenbrock
function are displayed in Figure 6.3.

In this experiment, we compare the CBO method from Section 2.2.1 with the repelling CBO method
from Section 2.2.2. In Table 6.4, success rates for both methods are shown for different values of N and
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Table 6.3: Comparison of success rates for the Rastrigin function in various dimensions for number of
iterations K = 200, 500, and 1000.

(a) K = 200

d
N

10 20 50 100
5 0.194 0.472 0.834 0.982
20 0.080 0.203 0.549 0.800
100 0.031 0.086 0.237 0.417
500 0.030 0.047 0.075 0.141

(b) K = 500

d
N

10 20 50 100
5 0.251 0.533 0.899 0.993
20 0.159 0.459 0.841 0.948
100 0.095 0.275 0.750 0.950
500 0.059 0.174 0.492 0.819

(c) K = 1000

d
N

10 20 50 100
5 0.263 0.523 0.903 0.991
20 0.167 0.456 0.825 0.951
100 0.077 0.321 0.779 0.958
500 0.060 0.181 0.506 0.845

Figure 6.3: Rosenbrock function constrained to a closed ball of radius
√
2.

K. We use the projection scheme (6.2) with a fixed step size of h = 1/20 for each experiment, as well
as a drift parameter β = 1 and diffusion parameter σ = 4 and α = 104. The comparison in Table 6.4
illustrates the better performance of the repelling CBO method over the standard CBO method, especially
for smaller N and K. The repelling method’s ability to aid with exploration seems particularly relevant
in this example, since it allows particles to continue exploring even when they are in a good location
relative to other particles.

We remark that although the repelling method outperforms the standard CBO method, this is at
the cost of additional computational complexity. Since pairwise interactions are computed, the repelling
method is of O(N2) complexity. However, it still requires only N objective function evaluations per
iteration. Thus, we can achieve better performance without any additional function evaluations which
may be relevant when, for example, the objective function is expensive to evaluate. There are ways to
overcome the O(N2) complexity via locality sensitive hashing or efficient nearest neighbour search, see
[23] for example.
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Table 6.4: Constrained Rosenbrock function. Comparison of success rates between standard and repelling
constrained CBO

(a) Success rates for the standard CBO

K
N

10 20 50 100
5 0.075 0.106 0.192 0.332
10 0.084 0.135 0.281 0.525
20 0.094 0.169 0.422 0.766
50 0.121 0.249 0.702 0.982
100 0.133 0.315 0.892 0.999

(b) Success rates for the repelling CBO

K
N

10 20 50 100
5 0.182 0.340 0.665 0.863
10 0.214 0.384 0.669 0.834
20 0.234 0.433 0.765 0.915
50 0.263 0.538 0.929 0.999
100 0.287 0.595 0.979 1.000

6.6 Inverse problem

In this section, we test the CBO model from Section 2.2.1 on an inverse problem. Consider the Cauchy
problem for the parabolic partial integral differential equation (PIDE):

∂u

∂t
+

1

2
σ2x2

∂2u

∂x2
− bx

∂u

∂x
+

1√
2πγ2

∫
R

[
u(t, xey)− u(t, x)

]
exp

(
− (y −m)2

2γ2

)
dy = 0, (6.10)

with the terminal condition

u(T, x) = max{x− 1, 0} (6.11)

and b := em+ 1
2γ

2 − 1.
The inverse problem is formulated within Tikhonov’s regularization setup as follows. Given noisy

observations ûi,j of the solution u(ti, xj) to the PIDE problem (6.10) at some ti, xj , we aim to find

estimates θ̂ := (σ̂, m̂, γ̂) of the parameters θ = (σ,m, γ) with the constraints σ̂ ∈ [0, 1], m̂ ∈ [−1, 1], and
γ̂ ∈ [0, 1]. To achieve this aim, we construct the loss function

Loss(θ) =

10∑
i=1

5∑
j=1

∣∣u(ti, xj ; θ)− ûi,j
∣∣2 + λ|θ|2, (6.12)

where λ > 0 is a small regularization parameter. The data is synthetically generated using the following
representation for the forward map [45]:

u(t, x; θ) =

∞∑
j=0

(λτ)j

j!
e−λτ

{
xe−λbτ+j(m+γ2/2)Φ

(
ln(x) +

(
σ2

2 − λb
)
τ + j(m+ γ2)√

σ2τ + jγ2

)

− e−rτΦ

(
ln(x) +

(
− σ2

2 − λb
)
τ + jm√

σ2τ + jγ2

)}
, τ = T − t,

followed by adding a small amount of relative (observational) noise

ûij = u(ti, xj ; θ) + ϵij , ϵij ∼ N
(
0, 10−3u(ti, xj ; θ)

)
. (6.13)

Here Φ(·) is the cdf for the standard normal distribution. Note that when the forward map is not available
in an analytical form, linear PIDE problems can be solved using the Monte Carlo technique together with
approximating the corresponding stochastic characteristics by a suitable numerical scheme (see e.g. [18]
and references therein).

For the experiments we take T = 3 and use the uniformly spaced grid ti = 0.3(i − 1), i = 1, . . . , 10,
and xj = 0.8 + 0.1(j − 1), j = 1, . . . , 5. As the ground truth, we chose σ = 0.1, m = −0.2, γ = 0.3,
which are the true values to be recovered. We use N = 400 particles and the projection scheme (6.2)
with step-size h = 0.01 together with the drift and diffusion coefficients described in Section 6.4. We run
the projection scheme for K = 100 steps. Additionally, we use the tolerance ε = 0.01 to determine if an
experiment is successful. Using a value of α = 1014, we obtain a success rate of 0.990. We note that in
this case, a value of α = 104 is not sufficient and results in a success rate of 0.07.
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In Figure 6.4, we include the histograms for each parameter in the final consensus of each experiment.
We see that each estimated parameter is distributed reasonably tightly around the true parameter value.
In a future work it is of interest to test the constrained CBO models from Section 2.2.1 and 2.2.2 on more
complex inverse problems.

(a) Histogram for σ (b) Histogram for m (c) Histogram for γ

Figure 6.4: The inverse problem. Histograms of recovered parameters across the 1000 experiments.
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